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The Hewlett-Packard Distributed 
System Network 
HP-DSNis a set of distr ibuted systems products and a set of 
des ign  ob jec t ives  tha t  p rov ide  a  f ramework  fo r  
in terconnect ing  HP computer  sys tems to  fo rm a  network .  

by  Andre  O .  Schwager  

THE CURRENT computer-industry-wide move 
towards distributed computer networks and 

distributed processing is but the latest phase of a net 
working evolution that began with the first inter 
connection of two computer systems, with com 
munication implemented at the user-software level. 
This was awkward and difficult to use, but it gave 
users the ability to share peripherals and special 
system services instead of duplicating them at each 
system. 

The concept of easy-to-use distributed networks 
has been proposed for many years, but implementa 
tion has been slow, partly because of economic con 
siderations and a lack of system network software, 
and partly because users' traditional ways of doing 
business are oriented towards centralized control. 
The availability in recent years of small computers 
with improved cost/performance has removed the 
economic impediment. Thus the potential exists for 
truly distributing processing power, through net 
working, into every department or functional area of a 
company, placing the processing power where the 
work is being done. System power may be increased 
as needed by adding low-cost systems to the network, 
thereby building "logically" large systems out of 
small-system building blocks. The sum of these 
smaller systems in a network configuration may 
equal or exceed the power and capability of a large 
central mainframe. 

As soon as the hardware components became avail 
able, the transition from central systems to decen 
tralized networks began. Because of the complexity 
and scale of the problem, this move has been cautious, 
tracking the availability of supportive network man 
agement software. Initially, most of the software was 
in the form of "tools" that could be used only by a 
specially trained, network-knowledgeable program 
mer at each node in the network. Now, as the issues of 
decentralized control are being resolved and network 
software is becoming available, total packages are 
available to users who see advantages in moving 
functions away from the central system and out to the 
network system members. 

Hewlett -Packard Involvement 
The first Hewlett-Packard distributed network prod 

ucts were designed to provide peripheral sharing 
and central programming services for multiple HP 
2100s, distributed throughout factories and labor 
atories. This initial capability has developed into to 
day's Hewlett-Packard Distributed System Network 
(HP-DSN). 

HP-DSN consists of: 
i An overall set of design objectives for the intercon 

nection of various computer systems to form a net 
work 

C o v e r :  O u r  a r t i s t ' s  r e p r e  
s e n t a t i o n  o f  a  d i s t r i b u t e d  
c o m p u t e r  s y s t e m  n e t w o r k  
made up  o f  HP 3000 Ser ies  
I I ,  H P  1 0 0 0 ,  a n d  H P  2 0 2 6  
Compu te r  Sys tems .  HP  d i s  
t r i b u t e d  s y s t e m s  p r o d u c t s  
p r o v i d e  f o r  b r o a d  c o m m u n i  
c a t i o n s  c a p a b i l i t i e s  w i t h i n  

such networks,  and for  remote job entry  to  large 
central  mainframes. 
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Central ized Network 

f f i  Q  

Decentral ized Network 

A Economies  of  Sca le  
A Corporate  Standards/Control  
A Responsibi l i ty  for  Data 

Processing Costs 

A  Improved  Response  
Time 

A  Loca l  Access  to  
Information 

A  Loca l  Access  to  
Computer  Services 

A Lower  Incrementa l  
Cost  for  System Growth 

Fig. a .  The Hewlett-Packard Distr ibuted System Network is a 
set of  design object ives that provide a framework for intercon 
n e c t i n g  H P  c o m p u t e r  s y s t e m s .  T h e  f r a m e w o r k  o f  H P - D S N  
accepts a wide spectrum of network types, al lowing the user to 
opt imize the t rade-o f f  be tween to ta l  cent ra l iza t ion  and to ta l  
decentral ization. 

â€¢ A basic philosophy of distributed data processing 
â€¢ A set of products that are available today. 
The products include Distributed Systems/3000, Dis 
tributed Systems/1000, and the HP 2026 System. Arti 
cles on these products appear elsewhere in this issue. 

The architecture of HP-DSN distributes both pro 
cessing and control, but is sufficiently flexible to 
support hierarchical configurations and satellite pro 
cessing for large, central mainframes via terminal ac 
cess emulation (see Figs. 1 and 2). Ultimately, this 
will provide a user with an integrated family of HP 
computing products, (e.g., minicomputers, comput 
ers, calculating products, etc.) capable of spanning a 
wide range of applications in business, operations 
management, and instrumentation. 

Distr ibuted System Network Object ives 
The objectives of HP-DSN may be summarized as 

follows: 
â€¢ System and terminal capabilities that free the user 

from having to know communications protocols 
and network topology. 

Remote file access 
Remote data base access 

â€¢ Remote program operations 
â€¢ User access to any terminal in the network 
â€¢ Terminal access to any system in the network 
Provide connection to both public and private 
value added networks 
Interconnection of HP's family of computing 
products 

â€¢ Connection with non-HP equipment 
Distributed computing with local control and 

processing 
Sharing of data and system resources 

â€¢ Network diagnosis and recovery 
Data and communication security. 

Distr ibuted System Network Descr ipt ion 
The Hewlett-Packard Distributed System Network 

is implemented as a number of functional layers in 
software (see Fig. 3). The layered approach provides 

System 
Data 
Base t i l l  

Distributed 
Systems 
HP 3000 
HP 1000 

H P  3 0 7 0  H P 2 6 4 5  
T e r m i n a l s  T e r m i n a l s  

Bisync 

Mini Data 
Center 
System 

System B 

HP 3000  or  
Large Central  

Mainframe 

System C 

Hierarchical 
Systems 
HP 3000 
HP 2026 

A c c o u n t i n g  M a n u f a c t u r i n g  I n v e n t o r y  

Satellite 
Systems 
HP 1000 
HP 2000 
HP 2026 
HP 3000 

Fig.  2 .  HP-DSN suppor ts  Dis t r ibuted process ing and cont ro l  
as wel l  as hierarchical conf igurat ions and satel l i te processing 
for  large central  mainframes. 
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Hewlett -Packard Distr ibuted System Network 

System Network:  
Distr ibuted Processing 

Terminal  Network:  
Central ized Processing 

System Service 
Requests 

Language 
Constructs 

S t o r e  a n d  
F o r w a r d  D S / 3 0 0 0  

Bisync 
HASP 

Modified 
B i s y n c  H P  2 6 4 5  

R S . 2 3 2  H D L C  
R S - 4 4 9  A s y n c  H P  3 0 7 0  

V a l u e  C C I T T  
A d d e d  X . 2 5  

Network 
H D L C  R S - 2 3 2  

RS-449 

Modems,  Limited-  
Distance Modems,  
Cable (RS-449,  RS-232)  

Fiber Optics 
Coax 

Channel Faci l i ty 

Fig. Improvements in is implemented as a series of software layers. Improvements can be made in any 
layer  wi thout  af fect ing the h ighest  level ,  the user 's  appl icat ions programs.  

flexibility for additions and enhancements at each 
layer. Only the high-level system services are visible 
to users and applications programmers. Advantages 
of this approach include both stability and flexibility: 
stability because changes can be made to the internal 
layers without the user having to alter applications 
programs, and flexibility because the modular design 
of the network easily accommodates changes as a 
result of technological improvements. 

The specific functions assigned to each layer are as 
follows (see Fig. 4). 
Network Access Method. The network access 
method provides the network capabilities to the user 
at his application level via intrinsics, system services, 
or specific language constructs. The services include: 

Remote program management 
Remote file access 
Remote command processing 
File transfer 

â€¢ Auto answer 
Auto dial 

â€¢ Down-line loading 
â€¢ Remote program development consoles 

Remote peripheral access 
Network Manager. The network manager is the 
layer that is aware of the network topology and re 
sponsible for managing network error recovery and 
the various topology dependent functions such as 

polling and store and forward. For example, since the 
network access method views all transactions as logi 
cally point-to-point, the network manager of an in 
termediate node stores and forwards the message via 
the optimum path. 

Point-to-point 
Store and forward 
Alternate/secondary communication path 
Multidrop 
Loop or ring 

Message Control Protocol. This layer provides con 
trol functions, addressing information, message type, 
and other requirements to effect end-to-end transmis 
sion (e.g., CCITT X.25). 
Communication Line Protocol. The communica 
tion line protocol is the "grammar" or protocol by 
which two or more systems can exchange information 
in an efficient and reliable manner. 

â€¢ Bisync 
Async 
ADCCP/HDLC 

Communication Line Controller. Consists of the 
hardware that connects to the communications line 
and the software driver for this hardware interface. 

Distr ibuted System Network Implementat ion 
The implementation of HP-DSN will be in phases, 

each adding to and supported by previous levels of 
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System Network 
Layers 

User 
Language 
Program 

Network 
Access 
Method 

Network 
Manager 

Message 
Control 

Protocol 

Communicati  
Link 

Protocol 

Data  Generated by User  Program 
for  Transmiss ion  to  Other  Network  Member  

Adds  F i le  Manager  Component  

Adds Message Contro l  
Header,  e .g. ,  CCITT X.25 

Adds Comm.  
Protocol, e.g., 
HDUC, Bisync 

N e t w o r k  F i l e  
C o n t r o l  M a n a g e r  D a t a  

N e t w o r k  F i l e  
M a n a a e r  D a t a  

Complete  Frame Transmit ted 
to  Designated Network  Member  

Fig.  4.  The bui ld ing of  an informa 
t i on  packe t ,  o r  f rame,  as  da ta  i s  
passed through the var ious layers 
o f  H P - D S N .  A s  t h e  f r a m e  i s  r e  
ceived by the designated network 
member ,  the  headers  cor respond 
ing  to  each  laye r  a re  pee led  o f f ,  
t h a t  i s ,  t h e  a b o v e  p r o c e s s  i s  r e  
versed. 

HP-DSN capability. The recently announced Distri 
buted Systems/1000 and Distributed Systems/3000 
are the first steps. DS/1000 and DS/3000 provide 
high-level data communications among multiple HP 
1000 and HP 3000 Computer Systems for remote 
command processing, remote file access,  and 
program-to-program communication. 
Remote Command Processing. Remote command 
processing allows users of a local system to access a 
remote system using exactly the same set of operating 
system commands as are available to a user at the 
remote system. All of the capabilities of both the local 
and the remote systems for program preparation, 
program management, subsystem access, and utility 
program use are available to the local user. In this 
mode, the user's local terminal becomes a "virtual 
terminal" to the remote system. 
Remote File and Peripheral Access. Remote file 
and device access gives the local user full access to 
the data files and peripheral devices on a remote 
system. To access a remote file or device, the user 
need only make a minor change to the operating sys 
tem file declaration to indicate that the resource is at 
the remote site. User programs need not be changed. 
Program-to-Program Communication. Program- 
to-program communication allows user application 
programs being run in separate systems to exchange 
data and control information. This capability has 
provisions for remote program initiation and termina 
tion, data exchange coordination, and dynamically 
variable master/slave relationships. 

Future  Enhancements 
HP-DSN provides customers with a long-range, 

coherent plan for the interconnection of HP's diverse 
computing products and reaffirms HP's commitment 
to distributed processing. Currently, enhancement of 
the distributed system network capability is taking 
place in four dimensions (see Table 1). 

The already comprehensive, high-level set of user 
commands and procedures will be expanded to 
provide additional tools for high-level interfacing 
of HP systems. This enhanced set of system ser 
vices will provide continued advantages to the cus 
tomer with an all-HP system network. 

Andre O.  Schwager  
Andre  Schwager  rece ived  h is  
BSEE degree f rom the Univers i ty  
of Utah in 1967 and his MSEE from 
the Universi ty of  Santa Clara in 

I  1972.  He jo ined  HP in  1973 a f te r  
I I  , â € ”  _ â € ”  '  I  f i v e  y e a r s  a s  a  d e v e l o p m e n t  e n -  
 i  g i n e e r  a n d  s e r v e d  a s  p r o j e c t  

manager for  21 MX data communi 
ca t ions  hardware.  He 's  now an 
eng ineer ing sect ion  manager  a t  
HP's General  Systems Div is ion.  
Andre was born in Zurich, Switzer 
land and now l ives in  Cupert ino,  
Cal i forn ia.  He's  marr ied and has 
three chi ldren.  He enjoys sk i ing,  

tennis, soccer, and camping, and is active in local youth soccer 
activities. 
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The network capability will be expanded to sup 
port additional system links in a fashion consistent 
with the HP Distributed System Network discussed 
above. 
The message and link protocol (transparent to the 
user) will be expanded or replaced to provide 
methods for HP networks to communicate with 
ADCCP/HDLC and industry standard CCITT X.25 
packet switching value added networks. 
Electrical interfaces will move towards implemen 
tation of RS-449. 

TABLE I 

Current  and Future  Hewlet t -Packard Dist r ibuted Systems 
Network Capabi l i t ies 

Layer 

N E T W O R K  
A C C E S S  M E T H O D  

N E T W O R K  M A N A G E R  

M E S S A G E  C O N T R O L  
P R O T O C O L  

C O M M U N I C A T I O N  
L I N E  P R O T O C O L  

C O M M U N I C A T I O N  
L I N E  C O N T R O L  

Current 
Capabil i ty 

SYSTEM 
Remote  Command 

Processing (Vir tual  
Terminal )  

Remote F i le  Access 
Program-to-Program 

Communicat ion 

TERMINAL  
Termina l  Access  

Method 

SYSTEM 
Point-to-Point 
Store and Forward 

(DS/1000) 
TERMINAL 

Point-to-PÃ²int 
Mul t idrop (DS/1000) 

SYSTEM 
DS/3000 
DS/1000 

TERMINAL  
HP 2645 
HP 3070 
IBM 2780/3780 
RJE HASP 

SYSTEM 
Bisync 
Async 

TERMINAL 
Async 
Bisync 

SYSTEM 
RS-232 

TERMINAL  
RS-232 
Mult idrop Cable 

Direction of 
Expected Additional 

Capabilit ies 
S Y S T E M  

Remote Data 
Base Access 

TERMINAL  
User  Access to  any 

Remote Termina l  
Termina l  Access to  

any System in  the 
Network 

SYSTEM 
Va lue  Added Networks  
Mult idrop 

TERMINAL  
Loop 
Mult idrop (DS/3000) 

S Y S T E M  
CCITT X.25 

S Y S T E M  
ADCCP/HDLC 

TERMINAL  
ADCCP/HDLC 
SDLC 

S Y S T E M  
RS-449 

TERMINAL  
RS-449 F ig .  5 .  Typ ica l  con f igu ra t ions  o f  HP compute r  sys tems tha t  

have  ne twork  capab i l i t i es .  Top :  HP 3000  Ser ies  I I  Mode l  9 .  
Midd le :  HP 1000 Model  30 .  Bot tom:  HP 2026.  
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Distr ibuted Systems/3000 
DS/3000 makes i t  poss ib le  for  the user  o f  an HP 3000 
Computer  System to  communicate  wi th  remote HP 3000,  
HP 1000,  and HP 2026 Computer  Systems.  

by Phi l ip M.  Sakakihara 

DISTRIBUTED SYSTEMS/3000 is a communi 
cations system, consisting of both hardware and 

software, that resides on an HP 3000 Computer Sys 
tem. DS/3000 allows an HP 3000 user to communi 
cate with other HP 3000s and with HP 1000 and 
HP 2026 Computer Systems (see Fig. 1). Communi 
cation between these systems occurs in a bidirec 
tional interleaved fashion using hardwired coaxial 
cables for HP 3000 to HP 3000 and HP 3000 to HP 
1000 communications and modem lines for HP 3000 
to HP 3000 and HP 3000 to HP 2026 communications. 

Each of these computers can perform different data 
processing tasks. With DS/3000 the HP 3000 user has 
the benefits of the combined capabilities of the local 
HP 3000 and the remote computer, which may be 
another HP 3000, an HP 1000, or an HP 2026. The HP 
3000, for example, with its Multiprogramming 
Executive (MPE) operating system, provides on-line 
applications, such as transaction processing, interac 
tive program development for timeshare users, batch 
job processing, remote job entry, and now DS/3000. 
These capabilities can all be used concurrently. 

The HP 1000, with its Real-Time Executive (RTE) 
operating system, is a high-performance computer 
system designed for real-time computation and in 
strumentation applications. HP 1000s with RTE-III, 
RTE-MII and RTE-MIII operating systems can be 
nodes of a DS/3000 network. 

The HP 2026 is designed to meet users' data entry 
and data communications needs. Data can be entered, 
stored, and retrieved locally and then communicated 
using batch transfer techniques to the larger centrally 
located HP 3000 for further processing. 

Layered Software Implementat ion 
The principal design philosophy that guided the 

development of DS/3000 was that it be easy to use, 
requiring little or no user programming effort. As 
soon as the special hardware and software are in 
stalled the user can begin to use all of the features 
without any knowledge of system level communica 
tion functions. 

An equally important design consideration was 
that the design be structured in functional layers, so 
that technological improvements can be made in any 
layer without affecting the user. 

As Fig. 2 shows, Distributed Systems/3000 consists 
of five functional layers. Additions and enhance 
ments can be provided at any layer without impacting 
the highest level, the user. For example, as technolog 
ical advances are made in hardware and line protocol 
software, only the lower layers, 1 and 2 in Fig. 2, 
would be subject to change. Another advantage of the 
layered implementation is that network project de 
sign responsibilities are clearly defined, and hence 
easily manageable. 
Network Access Method (Layer 5). This layer of 
software allows the 3000 user to access another com 
puter using the following functional capabilities: 

Remote Command Processing (RCP). This is the 
ability to initiate a command on the HP 3000 and 
have it executed on a remote computer system. 
Remote File Access (RFA). This is the ability to 
access a remote file on a remote computer on a 
logical record basis. 
Remote Data Base Access (RDBA). This is the abil 
ity to access a remote data base on a remote compu 
ter system on a transaction-by-transaction basis. 
Program-to-Program Communications (PTOPC). 
This is the ability to have two applications pro 
grams running simultaneously in separate com 
puters and have them communicate directly with 
each other. 

The network access method software causes these 
user functions and requests to be formatted into DS/ 
3000 messages, which consist of a message header, a 
block of control information, and optional data for 
requests. These messages are communicated to the 
second layer of software, the network manager, by the 
following set of DS intrinsics (callable routines). 

DSOPEN 

DSWRITE 

DSWRITECONV 

DSCHECK 
DSDEVINFO 

DSCLOSE 

Validates user  capabil i t ies ,  
builds appropriate DS table 
entries, and returns line num 
ber (equivalent to a file number 
returned by file system) 

Used by slave process to initiate 
a reply 

Used to write and receive data 
from the remote process 

Return status of layer 4 
Used to obtain DS device charac 

teristics 
Deallocates DS table entries, 

based on DSOPEN line number. 
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Finance 
and 

Accounting 

Product 
Quality 

Analysis 

Manufacturing 

(RTE II I)  ( R T E  M M ,  M i l l )  

Order 
Processing 

Regional 
Sales Off ice 
Order Entry 

F ig .  1 .  A  poss ib l e  DS  13000  ne t  
wo rk .  DS /3000  a l l ows  h igh - l eve l  
c o m m u n i c a t i o n  b e t w e e n  a  l o c a l  
HP 3000 and remote HP 3000, HP 
1000, and HP 2026 Computer Sys 
tems. 

Slave processes also make use of these intrinsics for 
returning the replies that originate at the remote 
computer. The network access method layer is re 
sponsible for awaiting the arrival of the correspond 
ing reply from the network manager. 
Network Manager (Layer 4). The network manager 
layer consists of the DS monitor and related proce 
dures, and the set of DS intrinsics listed above. The 
network manager receives the formatted request mes 
sage from the network access layer, and is responsible 
for directing the formatted request to the appropriate 
communication link or remote computer via the mes 
sage protocol controller, layer 3. The network man 
ager is also responsible for returning the reply corres 
ponding to the user request to the network access 
layer. Since this layer may receive many user requests 
and replies simultaneously, the network manager 
also provides the necessary buffering and bidirec 
tional multiplexing and demultiplexing of user re 
quests and replies to and from the message protocol 
controller. User requests and replies are communi 
cated to the message protocol controller by a set of 
communications system intrinsics (CS/3000). 

communicating these functions to the communica 
tion line protocols (layer 2) using the standard HP 
3000 software I/O driver interface ATTACHIO. 
Communication Line Protocols (Layer 2). This layer 
receives instructions from the message protocol con 
troller, Layer 3, to send or receive user requests or 
replies using IBM's binary synchronous communica 
tion protocol. It is at this level that error recovery is 
done. This layer is typically called a communication 
protocol driver. 
Communication Line Controller (Layer 1). This layer 
consists of the necessary hardware to establish the 
physical line connections between computer sys 
tems. Presently this is the synchronous single-line 
controller (SSLC) for communication over modem 
lines and the hardwired serial interface (HSI) for 
high-speed hardwired coaxial connections. 

DS/3000 Messages 
All DS/3000 requests that are received by an HP 

3000 from another HP 3000, an HP 1000, or an HP 
2026 have the following format: 

COPEN Builds appropriate CS table for the particular 
communication hardware and selects the com 
munication protocol 

C R E A D  R e a d s  d a t a  
C W R I T E  W r i t e s  d a t a  
CGETINFO Obtains CS device characteristic 
CCHECK Returns status of layer 3 
CCONTROL provides status messages to the line protocols, 

e.g., abort a given I/O request 
CCLOSE Deallocates CS table entries. 

Message Protocol Controller (Layer 3). The message 
protocol controller consists of the CS/3000 intrinsics 
listed above. These allow the network manager to 
communicate with the appropriate remote computer. 
This layer is protocol-independent, and controls the 
opening, reading, writing, and closing of any com 
munication line controllers (layer Ã¯). This is done by 

Message 
Length 

Stream Type 

From Process 
Number 

Reserved 

Reserved 

Request Length 

Message 
Class 

To Process 
Number 

Calling Parameters 
for RFA, RDBA, RCP, etc. 

User Data if Remote 
Request Is a Write 
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All DS/3000 replies that are returned by the HP 
3000 to another HP 3000, an HP 1000, or an HP 2026 
have the following format. Each reply corresponds to 
a request. 

Message class is a preassigned number that 
specifies the type of network service to be performed: 
program-to-program, remote file access, remote data 
base access, or remote command processing. Stream 
type is a number that reflects the specific function to 
be executed in one of the categories of network ser 
vices: for instance, in remote file access, a specific HP 
3000 file system request. Process number is used in a 
multiprogramming environment to identify the pro 
cess to which a particular request or reply belongs. 
For example, when two HP 3000s are communicating 
this number will correspond to the local or remote 
session main process number. 

The flow of user requests and replies is described in 
Fig. 3, the life of a DS/3000 message. This functional 
flow is transparent to the user. The local terminal user 
first (Step 1) logs on to the remote HP 3000 using 
Remote/3000 to ensure that the proper account, 
group, and user are referenced. This causes a DS/3000 
request message to be formatted and passed to the 
network manager. The request message is passed 
through successive layers and eventually is received 
at the remote computer's network manager. The ar 
rival of the request message (Step 2) causes a remote 
session main process to be created in the appropriate 
user account. A reply is then sent back to the local 
session main process user attesting to the validity of 
the request (Steps 3 and 4). 

The local user can now run a local application 
program (Step 5) to access a remote file, data base, or 
slave program. If the operation is remote file access or 
remote data base access, the corresponding standard 
HP 3000 access method, FS/3000 or IMAGE/3000, will 
generate the request message. The request message is 

received at the remote session main process and exe 
cuted (Step 6) on the remote system. The remote ses 
sion main process then returns the corresponding 
reply (Steps 7 and 8) to the user application program 
as if the request had been executed on the user's local 
system. 

The network manager, message protocol controller, 
communication line protocol, and communication 
line controller are all symmetrical when HP 3000s are 
communicating with each other. If the computer in- 

User Request  

User Programs 
(SPL,  FORTRAN,  BASIC,  and  COBOL)  

(5)  Network Access Method 

Standard 
3000 Fi le 
System 

Standard 
IMAGE/3000 

RTE, FMP 
and 

EXEC Intrinsics 

PTOPC 
Master 

Intrinsics 

Remote 
Subsystem 

Remote/3000 

(4)  Network Manager  
(DS Moni tor  and Related Procedures)  

(3)  Message Protocol  Control ler  
(CS/3000 Intrinsics) 

(2)  Communicat ion Line Protocols 
(CS/3000 Drivers)  

(1)  Communicat ion Line Control lers  (RS 232)  
(Hardware SSLC and HSI )  

(1)  Communicat ion Line Control lers  (RS 232)  
(Hardware SSLC and HSI )  

(2 )  Communicat ion Line Protocols  
(CS/3000 Drivers)  

(3)  Message Protocol  Control ler  
(CS/3000 Intr insics) 

(4 )  Network Manager  
(DS Moni tor  and Related Procedures)  

3000 
File 

System 

PTOPC 
Slave 

Intrinsics 

C o m m a n d  
Interpreter 

For 
C o m m a n d  

Slave Processes:  Funct ion Is  to  Return a  Reply 
Based on a  User  Request  

F i g .  2 .  D S / 3 0 0 0  l a y e r e d  s o f t w a r e  i m p l e m e n t a t i o n  a l l o w s  
technological advances at any level without affecting the user. 
Corresponding layers in  local  and remote HP 3000s are iden 
t ica l ,  and communicate wi th  each other  through the in terven 
ing layers. 
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Local  HP 3000 Computer  System 

F S /  I M A G E /  P T O P C /  
3 0 0 0  3 0 0 0  3 0 0 0  

Mult iprogramming Execut ive 
(MPE) 

Remote HP 3000 Computer System 
(or HP 1000 or HP 2026) 

/  I M A G E /  P T O P C /  
3 0 0 0  3 0 0 0  3 0 0 0  

Mult iprogramming Executive 
(MPE) 

Fig. on 3000 life of a DS/3000 message. 1) Local terminal user logs on to the remote HP 3000 using 
Remote/3000. 2) Result ing DS/3000 request arr ives at remote computer, causing remote session 
m a i n  p r o c e s s  t o  b e  c r e a t e d .  3 - 4 )  R e p l y  i s  s e n t  b a c k  a c c e p t i n g  o r  r e j e c t i n g  r e q u e s t .  5 )  I f  
accep ted ,  l oca l  use r  runs  app l i ca t i on  p rog ram to  access  a  remo te  f i l e ,  da ta  base ,  o r  s l ave  
program.  6)  Resu l t ing  request  message,  generated by  FS/3000,  /MAGE/3000,  or  PTOP/3000,  
arrives request remote system and is executed. 7-8) Reply is returned to user program as if the request 

had been executed  loca l l y .  

itiating the request to the HP 3000 is an HP 1000 or an 
HP 2026, the HP 3000 message flow is still the same. 

N e w  N e t w o r k  C o m m a n d s  
Two new commands enable the HP 3000 user to 

make use of DS/3000 network services to other net 
work nodes. The command DSLINE identifies the re 
mote computer for remote command processing, re 
mote file access, remote data base access, and 
program-to-program communication. Telephone 
number, identification list, maximum transmission 
buffer size, and the activation of data compression 
may also be specified. The other new command, 

REMOTE, is used to direct locally entered commands to 
a remote computer identified in the DSLINE command. 
This command is for remote command processing. 

Remote  Command Process ing  
All standard HP 3000 commands can be issued to 

both local and remote HP 3000s. The same restric 
tions that apply to the local use of these commands 
also apply to the remote use. 

An HP 3000 user at a terminal can access a remote 
HP 3000 by simply typing the word REMOTE. The local 
system then assumes that the commands that follow 
are to be directed to and executed on a specified 
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F ig .  4 .  Remote  command p rocess ing  a l lows  a  loca l  user  to  
issue commands to  a  remote  sys tem as i f  the  loca l  te rmina l  
were connected d i rect ly  to  the remote system.  

remote computer (specified by DSLINE). The reply 
generated at the remote computer is returned to the 
local terminal user. This capability is called "virtual 
terminal". 

The following example shows how a local user 
issues commands to a remote system (also see Fig. 4). 
The underlined text in this example is all the user 
needs to access the remote system. 

:HELLO USER.ACCT 
:DSLINE RCPU 

Local log on 
Designates  the  remote  system for  
remote processing 

:REMOTE 
# HELLO RUSER.RACCT Log on to the remote system. 
#  L I S T F  T h e  u s e r  c a n  n o w  i s s u e  a n y  H P  
#  E D I T O R  3 0 0 0  c o m m a n d  t o  b e  e x e c u t e d  o n  
#  S H O W J O B  t h e  r e m o t e  c o m p u t e r  

# BYE Log off the remote HP 3000. 

Issueable HP 3000 to HP 3000 commands include 
all user commands, system supervisor commands, 
account manager commands, and system manager 
commands. 

User commands allow the user to initiate, control, 
and terminate processing programs: 

ALTSEC EOF 

DATA 
DSLINE 

EDITOR 
EOD 

PREP 
PREPRUN 
PTAPE 
PURGE 

RELEASE 
REMOTE 
RENAME 
REPORT 
RESET 
RESETDUMP 
RESTORE 
RJE 
RPG 
RPGGO 
RPGPREP 
RUN 

SAVE 
SECURE 
SEGMENTER 
SETDUMP 
SETMSG 
SHOWDEV 
SHOWIN 

SHOWJOB 
SHOWOUT 
SHOWTIME 
SPEED 

SPL 
SPLGO 
SPLPREP 
STORE 

STREAM 

TELL 
TELLOP 

System supervisor commands provide for the gen 
eral operation of the system: 

A L L O C A T E  R E S U M E L O G  S W I T C H L O G  
D E A L L O C A T E  S H O W L O G  S Y S D U M P  
Q U A N T U M  S H O W Q  

Account manager commands are used to define 
groups and account attributes: 

ALTGROUP 
ALTUSER 
LISTUSER 

NEWGROUP 
NEWUSER 

PURGEGROUP 
PURGEUSER 

System manager commands are used to define ac 
count structures: 

ALTACCT 
LISTACCT 

LISTGROUP 
NEWACCT 

PURGEACCT 
RESETACCT 

The HP 3000 user can use the same REMOTE com 
mand to issue standard HP 1000 commands to be 
executed on a remote HP 1000 Computer System. 
Issueable HP 3000 to HP 1000 commands include: 

AB Abor t  cu r r en t  ba t ch  p rog ram 
B L  S e t  b u f f e r  l i m i t s  
BR Set  break f lag in  named program's  ID segment  
DN Declare  I /O device  unavai lable  
EQ Examine  s ta tus  of  I /O device  
GO Restar t  programs out  of  suspens ion  
IT  Se t  t ime  i n t e rva l s  f o r  p rog rams  
LU Examine/al ter  device logical  uni t  assignments  
OF  Turn  p rog rams  o f f  ( abo r t )  
O N  T u r n  p r o g r a m s  o n  
PR  Change  p r io r i t y  o f  p rog rams  
RU S ta r t  a  p rog ram immed ia t e ly  
RT Re lease  p rogram ' s  d i sc  t r acks  
S S  S u s p e n d  p r o g r a m s  
ST  Examine  the  s t a tus  o f  p rog rams  
T I  D i s p l a y  t h e  c u r r e n t  t i m e  
TM Set  the  RTE rea l - t ime c lock  
TO Examine/al ter  an I /O device 's  t ime-out  parameter  
UP Declare  I /O device  ava i lab le  

Remote  F i le  Access (RFA)  
HP 3000 to HP 3000 RFA. RFA allows the local HP 

3000 user to access a remote HP 3000's files or 
peripherals using the standard HP 3000 file system. 
This feature allows the standard languages â€” COBOL, 
BASIC, SPL, FORTRANâ€” and HP 3000 subsystems to 
access remote files with their standard I/O calls, 
transparently. This transparent feature was made 
possible by modifying File System/3000, which is 
used by all languages and subsystems, to recognize a 
new DS device, or remote computer, specification. 
The standard device specification of the file system 
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and the FILE command was expanded to include the 
DS device in a manner that would not impact the file 
system. 

For example, to transfer a file LOCFILE from the local 
HP 3000 to a remote HP 3000's line printer (Fig. 5), the 
standard HP 3000 program FCOPY may be used. The 
local HP 3000 user enters 

Local log on 

Specify remote computer 
Remote log on to remote 
computer 
File equation to specify 
the list file to be on the re 
mote system's line printer. 

FCOPY running on the 
local system lists LOC 
FILE on the remote sys 
tem 

The same commands with the underlined text omit 
ted would cause LOCFILE to be printed on the local 
printer if one existed. 

Issueable HP 3000 to HP 3000 file system intrinsics 
include: 

:HELLO USER.ACCT 

:DSL1NE RCPU 
:REMOTE HELLO RUSER.ACCT 

:FILE LIST; DEV = RCPU#SLP 

:RUN FCOPY 
>FROM = LOCFILE; TO=*LIST 

The standard HP 3000 KSAM intrinsics, which are 
extensions of File System/3000, may also be issued, to 
access remote KSAM files. 

HP 3000 to HP 1000 RFA/DEXEC. To access files on 
an HP 1000's moving-head disc, flexible disc, or tape 
mini-cartridge from an HP 3000, the HP 3000 user 

must write an HP 3000 user program that makes use of 
a new set of intrinsics, called remote FMP, that allow 
access to the remote HP 1000 file system. These in 
trinsics have a direct correspondence to the standard 
RTE file management package (FMP). The new re 
mote FMP intrinsics to access HP 1000 files are: 

DAPOS 

DCLOS 

DCONT 

DCRET 

DLOCF 

DNAME 

DOPEN 

DPOSN 

DPURG 

DREAD 

DSTAT 

DWIND 

DWRIT 

Fig .  5 .  Remote f i le  access makes i t  poss ib le  to  read remote 
f i les or transfer local f i les to a remote system. Here a local f i le 
LOCFILE is being transferred to a remote l ine printer. 

To access remote HP 1000 peripherals, such as line 
printers, magnetic tape units, and scientific in 
strumentation, the HP 3000 user must write an HP 
3000 program using remote DEXEC calls. The new 
remote DEXEC intrinsics to access HP 1000 I/O devices 
are: 

DEXEC (1) Read a Record 
DEXEC (2) Write a Record 
DEXEC (3) I/O Control 

DEXEC (10) Program Schedule 
DEXEC (11) Time Request 
DEXEC (12) Execution Time 
DEXEC (13) I/O Status 

These DEXEC calls may also be used to schedule or 
terminate programs, request system time, or inquire 
about the status of a program or an I/O device. These 
intrinsics have a direct correspondence to standard 
RTE EXEC calls. 

To access HP 1000 files or peripherals, the local HP 
3000 enters 

:HELLO USER.ACCT Local log on 
:DSLINE RCPU Specif ies  the remote computer  (HP 1000) 
: R U N  P R O G  T h i s  i s  a  p r o g r a m  t h a t  e x e c u t e s  o n  t h e  

HP 3000 that accesses an HP 1000 disc 
and/or instrument using the intrinsics 
listed above. 

Remote  Data  Base  Access  (RDBA)  
RDBA is presently possible only between two HP 

3000s. RDBA allows a local HP 3000 user to access 
remote data bases, that is, DS/3000 will direct stan 
dard local IMAGE program calls to be executed on a 
remote computer. IMAGE is HP's data base manage 
ment system. 

For example, an application program on the local 
computer can access and modify a data base on a 
remote computer. All IMAGE intrinsics remain the 
same, and the execution of IMAGE calls to access the 
remote data base is transparent. The use of IMAGE for 
RDBA was made possible by modifying IMAGE to 
recognize an expanded device parameter in the same 
way as the file system was modified for remote file 
*RTE system. the HP 1000 operating system, the Real-Time Executive system. 
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access, as described above. Standard IMAGE intrin- 
sics that can be used for RDBA are: 

DBOPEN 
DBFIND 
DBGET 

DBUPDATE 
DBDELETE 
DBLOCK 

DBUNLOCK 
DBINFO 
DBCLOSE 

There are presently two methods by which an HP 
3000 user can access a remote data base. The first 
method requires the user to establish a communica 
tion line and a remote session and enter a FILE equa- 

D B A X  

P R O G X  
Base 

Fig.  6 .  Remote data base access between HP 3000s can be 
implemented either by entering FILE equations or creating data 
base access fi les. Here a data base access fi le DBAX has been 
created and is used by PROGX, an IMAGE program, to access 
the remote data base DBX. 

tion for each remote data base. The FILE equation 
specifies which data base is to be accessed on which 
remote system and device. A local IMAGE applica 
tion program can now be run to access the remote data 
base. 

The second method requires that a special file 
called the data base access file (DBA file) be created. 
This file provides IMAGE with the necessary informa 
tion to establish a communications link and a remote 
session. It also specifies the remote data base file 
name so that the necessary IMAGE intrinsics can be 
executed on the remote computer. The following 
example will illustrate this (Fig. 6). The DBA file is 
built by the HP 3000 EDITOR. It is named DBAX and 

/  M a s t e r  \  
\Programy 

f  L o c a l  >  
I  Session; 

Local  HP 3000 

H e m o t e X ^    ^ /  S l a v e  \  
S e s s i o n /  " ^ P r o g r a m /  

Remote HP 3000 RCPU 

F i g .  7 .  P r o g r a m - t o - p r o g r a m  c o m m u n i c a t i o n  a l l o w s  u s e r  
programs in  d i f ferent  systems to execute and exchange data 
in  a  coord inated manner .  One o f  the programs is  the master  
and is  a lways in  cont ro l .  The s lave program responds to  the 
master 's  requests.  

contains: 

RECl FILE DBX; DEV = RCPU #DISC 

REC2 DSLINE RCPU 

Specifies the location 
of the remote data base 

Spec i f i e s  the  remote  
c o m p u t e r  o n  w h i c h  
data base resides 

REC3 USER ACCT, GROUP=HELLO RUSER ACCT 
Reco rds  3  t h rough  n  
s p e c i f y  w h i c h  l o c a l  
u s e r ,  g r o u p ,  a n d  

R E C N  a c c o u n t  m a y  a c c e s s  
which user, group, and 
account in the remote 
computer. 

The local HP 3000 user then types the following to 
access the remote data base DBX: 

: HELLO USER.ACCT Local log on 
:  R U N  P R O G X  P R O G X  i s  a n  I M A G E  p r o g r a m  t h a t  

opens DBAX, automatically establishes 
communica t ion  wi th  the  remote  HP 
3000, and accesses the remote data base. 

Program-to-Program Communicat ion (PTOPC)  
Program-to-program communication is made pos 

sible on the HP 3000 by a new set of intrinsics called 
PTOPC intrinsics. These are compatible with DS/1000 
PTOPC (see article, page 15). They are directly 
callable by SPL, FORTRAN, BASIC, and COBOL 
programs. 

Program-to-program communication allows two 
programs in different HP 3000 or HP 1000 systems to 
execute and exchange data in a coordinated manner. 
For data transfer to occur between the programs of 
remote computer systems, one of the programs must 
be the master and the other the slave (Fig. 7). The 
master program opens the data link, initiates the slave 
program, and is always in control. The slave program 
merely responds to requests received from the master 
program, either to accept or reject the master program 
requests. This master-slave relationship is dynamic 
in that it is determined solely by the design of the 
user's application program. Each computer may have 
master and slave programs active simultaneously, 
depending on the user's needs. 

This capability is also the means used for HP 3000 
to HP 2026 communication (see article, page 21). 

The new PTOPC intrinsics for the HP 3000 are: 

Master 
POPEN 
PREAD 
PWRITE 
PCONTROL 
PCLOSE 
PCHECK 

(3000 
only) 

Slave 
GET 
ACCEPT 
REJECT 
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Fig. 8.  Funct ional f low in HP 3000 
t o  H P  3 0 0 0  p r o g r a m - t o - p r o g r a m  
communicat ion (PTOPC).  The tag 
f ie ld ,  a  user  op t ion ,  i s  a  20-word  
array that contains control informa 
t i o n ,  u s u a l l y  d i r e c t i n g  t h e  o t h e r  
program to take a speci f ic  act ion.  
The GET intrinsic receives the next 
reques t  f rom the  master  p rogram 
and al lows the slave user program 
to ACCEPT or REJECT the master's re 
quest .  I f  e i ther the local  computer 
s y s t e m  o r  t h e  r e m o t e  c o m p u t e r  
system is  an HP 1000 or  HP 2026 
i n s t e a d  o f  a n  H P  3 0 0 0 ,  t h e  f u n c  
t i o n a l  f l o w  o n  t h e  H P  3 0 0 0  s i d e  
remains the same. 

Fig. 8 illustrates the functional flow involved in 
program-to-program communication. 
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Distr ibuted Systems/1000 
DS/1000 makes i t  poss ib le  to  in terconnect  HP 1000 
Computer  Systems in v i r tual ly  any conf igurat ion to 
in tegrate inst rumentat ion,  computat ion,  and operat ions 
management tasks, and to l ink these systems with HP 3000 
Ser ies I I  Systems for  d is t r ibuted data processing.  

by Robert  R.  Shatzer  

DS/1000 IS A SOFTWARE and firmware package 
that provides an integrated set of high-level net 

work facilities and procedures for communication 
between HP 1000 Computer Systems. DS/1000 also 
supports network communication between HP 1000s 
and HP 3000 Series II Computer Systems. HP 1000 
Systems are based on Hewlett-Packard's multi-user, 
multiprogramming Real-Time Executive (RTE) 
operating system family. An HP 1000 network can 
use either the disc-based RTE-III or the memory- 
based RTE-M operating system. 

Distributed Systems/1000 represents a state-of- 
the-art advancement in small computer networks, 
building on Hewlett-Packard's experience, which 
began in 1973 with a central-satellite (star) network 
with fixed procedural relationships. In 1975, HP in 
troduced the 91700A Distributed Systems,1 which 
added flexible procedural relationships and a mul 
titude of satellite types to the network. 

DS/1000 supports a generalized network architec 
ture of HP 1000 Computer System nodes. These nodes 
can be configured in an arbitrary topology to suit the 
application, instead of requiring the application to fit 
the network architecture. HP 1000 systems can be 
interconnected via hardwired or modem links in star 
(i.e., hierarchical), ring, or string architectures or in 
any combination of these (see Fig. 1). Each HP 1000 in 
the network is assigned a nodal address. By referenc 
ing this nodal address, applications programmers 
and interactive terminal operators can extend their 
reach to resources on remote HP 1000 systems using 
high-level requests that are straightforward exten 
sions of equivalent local requests. DS/1000 provides 

the systems programming required to manage the 
communications, thus eliminating the need to dupli 
cate this in each application. 

DS/1000 provides a variety of high-level user inter 
face features, including remote file access, remote 
command processing, and program-to-program 
communication. These facilitate network resource 
sharing, distributed data file management, com 
munication between applications programs, and the 
distribution of processor workloads. 

Store and Forward 
DS/1000 software and firmware processes high- 

level user requests not only between directly con 
nected HP 1000 nodes, but also between HP 1000 
Systems that are not directly connected but are linked 
through intervening HP 1000 nodes. DS/1000 
software and firmware manages this memory- 
buffered "store and forward" operation without the 
need for any user application programming at the 
intervening nodes. For example, in the network be 
low, 

a user application program executing in node 482 can 
access a file at node 139 without any application 
programming at node 16, node 79, or for that matter, 
even at node 139 itself. The communications link 
between nodes 16 and 79 can be shared by nodes 
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String 

Hierarchical Ring 

Combination 

Fig .  1 .  D is t r ibu ted Systems/1000 
al lows the user to interconnect HP 
WOO and HP 3000 computer  sys  
tems in virtually any configuration. 

1634, 482, and 16. DS/1000's store and forward capa 
bility also makes multilevel networks practical and 
manageable, since an operator or program at node 79, 
for example, can control activities at all other nodes. 

Modem or  Hardwi red  Communica t ions  
DS/1000 uses the microcode capability of the HP 

1000 to provide a high-speed multiline driver for 
modem or hardwired communications. Multiple 
lines can be active concurrently. Also provided is 
efficient error detection: vertically, longitudinally, 
and diagonally on each block received. 

A DS/1000 network node can also communicate via 
a hardwired link to a directly connected HP 3000 
Series II Computer System equipped with Distributed 
Systems/3000 software (see article, page 7). An in 
teractive terminal on a directly connected HP 1000 
system can be a virtual terminal to the HP 3000, 
executing local MPE commands remotely. Programs 
executing in the HP 1000 can access files and ex 
change data with programs on the HP 3000. Similarly, 
an HP 3000 terminal operator has remote RTE com 
mand processing capabilities, and HP 3000 applica 
tions programs can access files and peripherals and 
schedule and/or exchange data with programs on the 
HP 1000s. 

User Interface 
DS/1000 software has a layered architecture that 

makes only high-level system and file services visible 
to the user. These facilities include remote file access 
(RFA), distributed RTE EXEC remote command proces 
sing, and program-to-program communication 
capabilities. While these capabilities are available 
from both an HP 1000 and an HP 3000, only the HP 
1000 calls are illustrated here for reasons of brevity. 

Remote F i le  Access (RFA)  
Remote file access is the ability to access named 

files that exist on other nodes in the network. These 
files may be on moving-head or flexible disc media or 
on tape mini-cartridges. The program intrinsics 
necessary to implement RFA are nearly identical to 
those a programmer would use to access a file in the 
local system. For example, a set of intrinsics to open a 
file, read two records, and then close the file would be 
coded as follows: 

DIMENSION IDCB(4), INAME(3), IBUFR(128), ICR(2) 

DATA INAME/2HMY, 2HFI, 2HLE/ 

CALL DOPEN (IDCB, IERR, INAME, IOPT, ISECU, ICR) 

CALL DREAD (IDCB, IERR, IBUFR, ILEN) 

CALL DREAD (IDCB, IERR, IBUFR, ILEN) 

CALL DCLOS (IDCB, IERR) 

The ICR parameter is a two-word array. The first 
word specifies the cartridge that contains the file, just 
as is normally done for the RTE FMGR calls. The sec 
ond parameter in the ICR array specifies the node in 
the network at which that file resides. In a network 
environment, the user can specify local files simply 
by using either the local node number for the second 
word of the ICR array or by specifying this parameter 
as a negative 1. In this manner, a user can redirect the 
ultimate execution destination of the RFA intrinsics 

16 

© Copr. 1949-1998 Hewlett-Packard Co.



as the program executes. 
In a similar manner, the programmer may access 

remote peripherals, such as line printers, magnetic 
tape units, plotters, and so forth, by using distributed 
executive (DEXEC) calls. The DEXEC calls may also be 
used to schedule or terminate programs, request sys 
tem time, or inquire about the status of a program or 
I/O device. The format for a DEXEC call is essentially 
the same as that of a standard RTE EXEC call, except 
that the intrinsic name is changed from EXEC to DEXEC 
and there is one additional parameter in the calling 
sequence that allows the user to specify the node in 
the network at which the call is ultimately to be exe 
cuted. 

Remote  Command Process ing  
A significant set of capabilities is provided in the 

area of operator commands. The user has two operator 
interface programs that allow virtually unlimited ac 
cess to a remote system's resources. The operator uses 
a module called REMAT to access remote HP 1000 
network nodes. REMAT provides the following 
capabilities: 

CR Create a f i le 
DL List a file directory 
DU Dump a  f i l e  to  a  log ica l  un i t  
P U  P u r g e  a  f i l e  
L I  L i s t  a  f i l e  
LO Load  a  p rogram in to  an  RTE-M node  
R N  R e n a m e  a  f i l e  
R W  R u n  a  p r o g r a m  
ST Store  a  f i le  or  logical  uni t  in to  a  f i le  
TE Send  a  message  to  the  remote  opera tor  
T R  T r a n s f e r  t o  a  c o m m a n d  f i l e  
SW Switch the  des t inat ion of  remote  commands 

In addition, several network resource management 
commands are available, as well as any RTE com 
mand that would normally be executable on the re 
mote system. In the following example, a user at node 
1 wishes to store a file from node 2 to node 3 and then 
tell the operators at both nodes that the file has been 
transferred: 

*RU, REMAT 
$SW,2,3,DS 
#ST,FILEA,FILEB 
#TE,FILEA HAS BEEN TRANSFERRED TO NODE 3 
#SW,3,,DS 
#TE,FILEB HAS BEEN TRANSFERRED FROM NODE 2 
#EX 

Note that the first SW command switches the effect of 
the subsequent store command (ST) from node 2 to 
node 3. The DS parameter is a user-specified security 
code to prevent unauthorized access to the remote 
systems. When either the source or destination node 
is redirected, the REMAT prompt changes from $ to # to 
indicate that at least one node is not local. When the 
switch command SW is used with a command involv 

ing a single node, only the first parameter is used for 
addressing. This can be seen in the next three com 
mands. The first TE (tellop) command sends the 
specified character string to node 2, where it is dis 
played on the system console. The second switch com 
mand directs the second tellop command to node 3. 

For operator interface to the HP 3000 system, the 
module RMOTE is used. With RMOTE, the user can 
execute any local RTE operator command or switch 
the destination of all subsequent commands to the HP 
3000 system, as follows: 

*RU, RMOTE 
$ T I  D i s p l a y  l o c a l  s y s t e m  t i m e  
1977 221 10  54  1  
$ S W  S w i t c h  t o  r e m o t e  H P  3 0 0 0  s y s t e m  
#HELLO USER.ME Sign on  to  HP 3000 
#SHOWJOB 

#EX 

With RMOTE, the user has virtual-terminal access to 
the HP 3000. That is, the terminal or the local HP 1000 
behaves as though it were connected directly to the 
HP 3000. Using this terminal, the user can then per 
form virtually any function that an HP 3000 terminal 
user can perform. 

Program-to-Program Communicat ion 
Another very powerful capability the user has 

available is program-to-program communication 
(PTOPC). This capability allows two or more user 
programs to send data or control information back 
and forth between them. This provides a more 
generalized solution to many problems than the RFA 
or DEXEC capabilities, because the receiving program 
can process data before storing it in a file, or perhaps 
the receiving program can print a report directly. 

With program-to-program communication, the 
user designates that the program initiating or opening 
the PTOPC link is the master and the receiving pro 
gram is the slave. A single slave may have several 
masters or a single master may talk to several slaves. 
Once the link is opened, the master initiates all com 
munications with the slave and the slave responds by 
either accepting or rejecting the data or control in 
formation. When appropriate, the PTOPC link may be 
broken by either the master or the slave. Just as in RFA 
and DEXEC calls, the master and slave programs may 
be either in the same network node or in widely sepa 
rated nodes. 

The master program can send data to the slave 
program and receive data from the slave with the 
PWRIT and PREAD calls. Along with the data goes a 
20-word user-defined tag field that may be used to 
specify status, disposition of the data, or other infor 
mation. The tag field may be passed without any data 
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by executing a PCONT request. 
A typical PTOPC exchange is as follows: 

t 
TERMINATE 

At each master call, the 20- word tag field is sent to the 
slave, and with each ACEPT call by the slave, the tag 
field is returned. 

Distr ibuted System Operat ions 
DS/1000 provides a high level of access to the re 

mote network node without the user's being con 
cerned with message formats, communication line 
protocol, communications error handling, and the 
like. The user need only be concerned with the job at 
hand. The layered architecture of DS/1000 provides 
the transparency required to isolate the user from the 
tedious aspects of data communications. 

DS/1000 is a transaction-oriented system, that is, 
each user request causes a request to be sent from the 

master node to the slave node. The slave, after servic 
ing the request, sends a reply back to the master node. 
At this point, the transaction has been processed and 
control is returned to the user program. 

Fig. 2 shows the flow of data and control in a DS/ 
1000 node. In the following description, the numbers 
in parentheses refer to the control and data flow paths 
in Fig. 2. Assume that the user program, in the upper 
left of the diagram, executes a master subroutine call 
to a network service intrisic (1). For example, this call 
may be a remote file access file write command, as 
discussed earlier. The user program is then sus 
pended until a reply is received from the remote sys 
tem. The network service instrinsic (in this example, 
the DWRIT routine) parses the request, checks it for 
errors, and then builds a message block that will even 
tually be sent over the communications line. The 
message block, containing both the user's request and 
the data to be written into the file, is then sent to the 
DS/1000 communications management routines (2). 
Here, the source and destination nodal addresses, a 
sequence number, and other control information are 
added to the message block. At this point, a transac 
tion control block (TCB) is built (3). The TCB contains 
destination information, a sequence number, the 
communications logical unit (LU), the ID segment ad 
dress of the master program, and a countdown timer 
that is used to return control to the user program in 
case a failure on the slave side or in the communica 
tions link prevents the reply from getting back. 

The LU number is derived by referencing the nodal 

Master Slave 

User 
Program 

Network 
Service 
Intrinsic 

Communicat ions  
Driver 

Request  
Queueing 

and 
Dispatching 

Modules 

Communica t ions  
Driver 

Request 

Fig. nodes. details. flow and control flow in master and slave DS/1000 nodes. See text for details. 
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route vector (NRV) with the destination nodal address 
(19). The NRV is a table that specifies, for each remote 
node in the network, an LU number that the local node 
uses to access the remote node (see Fig. 3). 

The TCB having been built, the communications 
driver with its supporting firmware is called (4). The 
driver microcode handles the actual transmission of 
the request and the data to the remote node (5). The 
transmission technique is bit-serial asynchronous, 
using 16-bit words, with a start bit, a stop bit, and one 
bit of horizontal parity. The entire transmission 
block, including request and data, is error checked 
using vertical, horizontal, and diagonal parity, yield 
ing error control on the order of that provided by 
CRC-16. Retries in case of error are handled within the 
firmware, providing very low system overhead. 

At this point, the request has been sent from the 
master node to the slave node. The first portion of the 
request is received by the slave node's communica 
tions driver as an unsolicited interrupt. The receipt of 
this interrupt causes the request queuing module to 
initiate a read request to the communications driver 
(6). The user's request and data are placed in system 
available memory and the request dispatching mod 
ule examines the destination information contained 
in the message block, using the local NRV for this 
node (7). If the destination nodal address in the mes 
sage block matches the local node number, a slave 
TCB is built (8). This TCB contains information simi 
lar to that contained in the master TCB. It also con 
tains the identity of the network service monitor that 
will ultimately service the request. The TCB also con 
tains a timer that is used to clean up and deallocate 
system resources in case the network service monitor 
cannot complete the servicing of the request. 

Store and Forward Operat ion 
If the destination nodal address in the message 

block does not match the local node number, the NRV 
is accessed to determine the next LU to which the 
message must be directed so that it can be forwarded 
to its destination. This "store and forward" function 
has been implemented before only in a few very large 
networks and systems; DS/1000 makes it available in 
small-computer networks for the first time. It is han 
dled with very low system overhead, and is general in 
nature, in that the request will propagate from node to 
node until it reaches the destination node. 

After the TCB is built, the request and data are 
passed to the network service monitor (9), which re 
constructs the user call and then executes it. In this 
example, the DWRIT call issued by the master program 
is converted into a local RTE file manager WRITF call, 
which accesses a specified local file. It is here that the 
actual data control block for the file is maintained by 
the remote file access monitor. In general, most flags 
and control fields are maintained on the slave side so 

Typical  Network Node Number  

Logical Unit  

Network Descript ion Table:  

  f  T o  T h i s  N o d e  

From 
This 
Node 

J  
Use 
This 
LU 

(NRV)  For  Node  16 -  

Fig.  3 .  Store and forward funct ion is  implemented by means 
of  the nodal  route vector  (NRV),  resul t ing in very low system 
overhead. Requests and repl ies propagate from node to node 
to their destinations. The NRV, a row of the network description 
tab le  (NOT) ,  spec i f ies  the log ica l  un i t  number  that  the  loca l  
node uses  to  access  each  remote  node in  the  ne twork .  The  
NOT is  a  genera l i zed  tab le  s t ruc tu re  tha t  de f ines  the  topog 
raphy of  the ent i re network.  

that a minimum of data is transmitted over the com 
munications line. 

When the user request has been serviced by the 
network service monitor and the local request com 
pletion information (and data, if appropriate to the 
type of request) has been gathered, a reply message 
block is built, containing the same basic information 
as the initial request message block, along with a 
flag to indicate that it is a reply instead of a request. 
This block also contains the request completion 
information and any error codes that may have 
been generated. 

At this point, the TCB is no longer needed, so it is 
deallocated (10), and the reply message block is sub 
mitted to the communications driver (11) to be sent 
back to the master node (12). Once again, the driver 
firmware takes care of sending the message block and 
handling the retries in the event of a communications 
error. When the message block is given to the driver 
(11) , the network service monitor is free to return to its 
request queue (9) and begin servicing another request 
that may have arrived while it was servicing the cur 
rent one. This will happen even if there are I/O trans 
actions currently pending on the communications 
line. In this way, the monitor has maximum availabil 
ity to service user requests and is not tied up during 
I/O wait time. Since there is a monitor for each major 
network function that is supported (RFA, DEXEC, 
PTOPC, etc.), the system operates on the principle of 
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multiple single-server queues. 

Error Handling 
When the reply message block has been sent by the 

communications driver, the I/O completion status is 
returned to the dispatching and queueing modules 
(13a). If there were no communications errors that 
could not be handled by the firmware, the completion 
status is discarded. If there was an error, the reply 
message block is retransmitted a specified number of 
times by the retry module (14a). The retry module 
resubmits the message block to the communications 
driver for retransmission (15a). If the transmission is 
successful this time, the I/O completion information 
(13a) is discarded by the dispatching and queuing 
modules. If not, the cycle is repeated by the retry 
module until the retry count is exhausted, at which 
point a diagnostic message is logged on the system 
console at the local node. 

Now when the reply message block is received back 
at the master node, it is again seen as an unsolicited 
interrupt to the communications driver. Upon receiv 
ing this interrupt, the driver schedules the request 
queuing module, which in turn initiates a read re 
quest to the communications driver to read the reply 
message block (13b). Once again, the reply message 
block is placed into system available memory and the 
request dispatching module examines the destination 
information contained in the block and accesses the 
NRV to determine whether this is the original source 
node (14b). If this is not the originating node, the 
request is forwarded to the appropriate LU as de 
scribed above. Note here that the sense of the source 
and destination nodes are reversed because the reply 
flag is set in the message block. "Source" is always 
the master node and "destination" is always the slave 
node. 

The reply message block is now returned to the 
master node communications management routines 
(1 5b] , where the communications header information 
is stripped off and theTCB is deallocated (16). Control 
is then passed to the network service instrinsic (17), 
where the reply information is reformatted so that it 
matches the information that would be returned if the 
corresponding call had been executed locally. Fi 
nally, control is returned to the user program and 
execution of that program is resumed (18). 

If the user specifies that the destination node is 
local, the same general flow is followed, except that 
the communications driver, and hence the retry mod 
ule, is bypassed. That is, line 4 feeds into line 6 and 
line 11 returns via line 15b and all the modules are 
contained in the same node. 

In addition to the modules and data flow described 
above, there is a routine to handle diagnostic error 
reporting that may be necessitated by conditions de 

tected within the request queuing and dispatching 
modules. This is done so that these critical-response- 
time modules are not slowed down or impeded by the 
overhead involved in reporting these messages. More 
important, there is a module that performs the watch 
dog timer function on all master and slave requests 
and, in general, deallocates system resources when 
they are left locked up by an abortive communica 
tions error. 
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Data  Entry  and Communicat ions Systems 
Have Network Capabi l i t ies 
HP 2026 Systems are designed for  h igh-performance data 
entry,  local  f i le inquiry,  and data communicat ions with each 
other  and the HP 3000.  

by John R.  Nie lsen and David S.  Kaplan 

THE HP 2026 SYSTEM is a 2lMX-Computer- 
based system designed for high-performance 

data entry, local file inquiry, and data communica 
tions. It combines the 21MX E-series CPU hardware 
and a special high-performance operating system 
with flexible applications and utility packages to 
provide essentially a turnkey solution for distributed 
data capture and communications applications. 

Originally developed for Hewlett-Packard's inter 
nal needs, the HP 2026 currently has an installed base 
of over 100 systems worldwide. The HP 2026 is well 
suited for medium to large manufacturing companies 
with dispersed factory and sales locations. These 
companies can use the system to capture all types of 
data and to communicate to other sites efficiently. 
Orders, acknowledgments, accounting data, and 
simple messages are typical types of data that can be 
entered and communicated using HP 2026 Systems. 

Basic Capabil i t ies 
The HP 2026 System has five basic capabilities: 
Data entry 

â€¢ Local file inquiry 
â€¢ Data communication with HP computers 

Remote job entry to host computers 
Light local processing. 
Data entry and local file inquiry operate under con 

trol of the foreground data entry program, which sup 
ports up to 16 HP 2645A CRT Terminals running 
multidrop operation at speeds up to 9600 bps. 
Operators can call up any data entry or file inquiry job 
from any terminal and enter data into formatted 
screens, request local file information by key values, 
or do a combination of the two. Data captured can 
then be placed in transaction files on disc for later 
transmission to remote sites or used to build or update 
local permanent files. 

The system supports two memory partitions. Data 
entry runs in the foreground partition concurrently 
with any background program such as data transmis 
sion, remote job entry, report writer, and so on. 
Twenty-three background programs are currently 
supplied with the system (see Fig. I). 

All data entry or inquiry applications are designed 
using a special interactive program called DEAL (data 
entry applications language). DEAL allows creation 
of screen formats (including video enhancements, 
protected and unprotected fields, soft key loading, 
and so on], edit specifications for the various input 
fields, screen sequencing and repeat definitions, and 
record output formatting definitions if data is to be 
stored in transaction files. More than 40 prepro 
grammed edit instructions can be specified, includ 
ing traditional edits (alpha, numeric, range check, 
check digit), arithmetic edits (add, subtract, multiply, 
divide), disc file edits (search, retrieve, update, add), 
data manipulation edits (data move, literal insert, 
formatting), and logical control edits (branch, branch 
and link, return, CRT display operations). 

Through the use of these edits, essentially any type 
of data entry application can be developed. File 
search, retrieve, and update applications can be de- 

D A T E N  M u l t i s t a t i o n  D a t a  E n t r y / F i l e  I n q u i r y  R o u t i n e  
D E A L  D a t a  E n t r y  A p p l i c a t i o n s  D e s i g n  U t i l i t y  
T E L C M  H P  2 0 2 6  t o  H P  2 0 2 6  T r a n s m i s s i o n  R o u t i n e  
D S  H P  2 0 2 6  t o  H P  3 0 0 0  T r a n s m i s s i o n  R o u t i n e  
M L R J E  I B M  3 6 0 / 3 7 0  M u l t i l e a v i n g  W o r k s t a t i o n  ( H A S P )  
R 2 7 8 0  I B M  2 7 8 0  R e m o t e  J o b  E n t r y  E m u l a t o r  
R E P O R  R e p o r t  W r i t e r  
R E F U T  D a t a  S e l e c t i o n  a n d  R e f o r m a t t i n g  U t i l i t y  
S O R T  M u l t i k e y  S o r t  U t i l i t y  
C S O R T  M e s s a g e  S o r t / R o u t i n g  U t i l i t y  
Ã š T I L  D a t a  C o p y ,  D u m p ,  M a n i p u l a t i o n  U t i l i t y  
C F I L E  I n d e x  S e q u e n t i a l  F i l e  B u i l d  U t i l i t y  
K F I L E  I n d e x  S e q u e n t i a l  A l t e r n a t e  K e y  B u i l d  U t i l i t y  
U F I L E  I n d e x  S e q u e n t i a l  F i l e  U p d a t e  U t i l i t y  
F L M N G  L i b r a r y  F i l e  M a n a g e m e n t  U t i l i t y  
P R I N T  F i l e  ( I n c l u d i n g  I B M  S t a n d a r d  L a b e l )  P r i n t  U t i l i t y  
S E L C T  M e s s a g e  S e l e c t ,  P r i n t ,  a n d  P u n c h  U t i l i t y  
E D I T R  T W X / T e l e x  M e s s a g e  E d i t  U t i l i t y  
C D 2 M T  C a r d  T o  M a g  T a p e / D i s c  U t i l i t y  
C S A V E  S y s t e m  B a c k u p / R e c o v e r y  U t i l i t y  
U P D A T  S o f t w a r e  U p d a t e  U t i l i t y  
T I M E S  P r o g r a m  T i m i n g  S t a t i s t i c s  P r i n t  U t i l i t y  
S Y N C T  P h o n e  L i n e  D i a g n o s t i c  U t i l i t y  

Fig. 1. The HP 2026 system is designed for high-performance 
da ta  en t ry ,  l oca l  f i l e  i nqu i r y ,  and  da ta  commun ica t ions .  I t s  
s tandard  so f tware  inc ludes  a  spec ia l  opera t ing  sys tem and  
f lexib le appl icat ions and ut i l i ty  packages. L isted here are the 
major  HP 2026 programs and ut i l i t ies .  
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veloped in a similar fashion. Using the binary search 
edit, any record can be found by its key value in any 
size file in less than 1/3 second. This file access capa 
bility provides powerful input field editing as well as 
fast search and retrieve functions. 

Data communication between HP 2026s or to HP 
3000s is the third basic capability of the system. Es 
sentially, any data in any record format can be sent to 
any other HP 2026 or HP 3000 system either directly 
or via central concentrators. 

The fourth basic capability is remote job entry (RJE) 
to host computers. IBM 2780 or IBM 360/370 mul- 
tileaving (HASP) workstation emulators allow jobs to 
be submitted to IBM (or other compatible) host sys 
tems for processing, with output from these jobs 
routed back to the HP 2026. 

The HP 2026 is also capable of light local proces 
sing using system utilities and the edit instructions. 
Reports from local disc files or transmitted data files 
can be produced by the HP 2026's report writer. Input 
record selection, row and column calculations, out 
put formatting, sorting, and control breaks can be 
specified to produce desired reports. Specifications 
are produced using data entry formats and are perma 
nently saved on disc for future use. Sequential disc 
file management utilities are provided for building 
and maintaining local disc files. Record sorting, re 
formatting, and printing can also be accomplished 
with standard utilities. Software updates of either 
data entry screen applications or actual program up 
dates can be done without the need for systems per 
sonnel to link programs or generate operating sys 
tems. Updates are usually produced at central sites 
and then transmitted to remote sites where a utility 
program takes them and updates the local system as 
appropriate. 

HP 2026  to  HP  2026  Data  Communica t ions  
Any HP 2026 can transmit data at speeds of up to 

9600 bps to any other HP 2026 by means of the TELCM 
program. Either of two line protocols can be chosen, 
depending on line and modem requirements. Leased 
lines or voice-grade dial-up lines can be used without 
any software modifications or considerations. 

There are two configurations of the TELCM program. 
The first employs an error signaling technique using 
the reverse channel band of a voice-grade circuit to 
signal transmission errors. This reverse channel band 
is typically in the range of 350 to 450 Hz, with a baud 
rate in the neighborhood of 150 bps. Data can be sent 
in one direction over this channel at the same time as 
data is sent in the other direction over the main chan 
nel. Thus on a half-duplex circuit, which is defined as 
allowing data to be sent in only one direction at a 
time, data can actually flow in both directions simul 
taneously by making use of this narrow reverse chan 

nel band. 
This feature makes it possible to eliminate line turn 

arounds for error signaling and thus increase main 
channel data throughput. A full line turnaround typi 
cally takes 100 to 300 ms on land lines (depending on 
modems) and approximately 750 ms on satellite cir 
cuits. Elimination of these line turnarounds can result 
in a 20-40% throughput increase, depending on block 
sizes and circuit routing. 

As Fig. 2 indicates, when using the reverse channel 
protocol, the next block of data is started immediately 
as soon as the current block is complete. As this next 
block is being sent, the reverse channel line is moni 
tored for an error acknowledgment on the previous 
block of data. If a positive acknowledgment (change 
of state of the line from mark hold to space hold or 
vice versa) is detected during transmission of this 
block, the block continues to be sent. If a negative 
acknowledgment occurs, then sending of the current 
block is aborted and retransmission of the previous 
block (in error) begins immediately. Using this 
technique, data is continuously sent on the main 
channel without ever stopping to receive acknow 
ledgments. Since most blocks are sent without errors, 
the absolute line throughput rate very closely ap 
proaches the modem signaling rate. 

In addition to the throughput benefits of this pro 
tocol, a less obvious benefit results. Since the main 
channel is continuously sending data, equalization of 
modems and character synchronization is needed 
only once, at the start of the transmission. Resyn- 
chronization is needed only when block errors occur. 
Studies have indicated that most line errors occur just 
after modem equalization. Therefore, a protocol that 
turns the line around after each block for acknow 
ledgments and then reequalizes the line is susceptible 
to this increase of errors while the reverse channel 
protocol is not. 

The reverse channel protocol does have some 
specific requirements other protocols may not have. 
First, the modem must support the reverse channel 
feature. About half of the modems now available offer 
reverse channel as either a standard or an optional 
feature. Second, disabling of line echo suppressors is 
an absolute must for successful use of the protocol. 
Modems are supposed to disable all echo suppressors 
upon establishment of the line, but occasionally fail 
to do so. If all echo suppressors are not disabled, the 
reverse channel signal cannot be received by the 
sending station, and therefore detection of block 
acknowledgments is impossible and the transmission 
aborts. 

Since all modems do not have the reverse channel 
feature and since in some countries none are avail 
able, an alternate configuration of TELCM is provided. 
This version employs a protocol similar to the binary 
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Binary Synchronous Protocol:  

Main Channel  

I  I  

Main 
Channel 

A C K  A C K  

Reverse (Secondary)  Channel  Protocol:  

Main Channel  

N A K  

Block D . 

B l o c k  A  B l o c k  B  B l o c k  C  B l o c k  C  B l o c k  D  

i\ 
| \  E r r o r j  

Line 1  
l \  
I \ 

ACK ACK 

\ _  N o  
Transit ion 

N A K  A C K  

Reverse 
Channel 

Fig.  2.  For HP 2026 to HP 2026 data communicat ions,  e i ther  
o f  two  l i ne  p ro toco l s  can  be  chosen .  The  reve rse  channe l  
p r o t o c o l  c a n  b e  u s e d  i f  t h e  m o d e m s  s u p p o r t  t h e  r e v e r s e  
channel  band of  voice-grade ci rcui ts.  By el iminat ing l ine turn 
a r o u n d s  f o r  a c k n o w l e d g m e n t s ,  t h i s  p r o t o c o l  c a n  i n c r e a s e  
th roughpu t  20 -40% ove r  t he  b ina ry  synch ronous  p ro toco l ,  
which is used on degraded circuits or i f  no reverse channel is 
available. 

synchronous protocol shown in Fig. 2. Special time 
out and modem equalization delays are employed, 
and extra block check characters are added. This 
makes this protocol especially effective on degraded 
circuits, those prone to high error rates, dropouts, and 
so on. This protocol is typically selected when no 
reverse channel modem is available or when line 
quality is poor and maximizing the chance of success 
is more important than throughput performance. 

Data Compression/Expansion 
Both configurations of TELCM use a special data 

compression/expansion algorithm that employs five 
different techniques. If the data for transmission is 
either ASCII or EBCDIC "text", then the following 
four techniques are used: 
Blanks. Strings of blanks are replaced by a blank 
identifier followed by a binary count of the blanks 
replaced. 
Numerics. Strings of numerics and associated special 
characters ($% â€” + .) are packed two per byte along 
with a numeric identifier and a binary count of the 
string length. Only four bits are necessary to represent 
the ten numeric digits and six extra special characters 
often found with numeric strings. Thus 2-to-l ( + 2) 
compression is achieved on numeric strings. 
Alphas. Strings of alpha text and associated special 
characters (". ?,-) are packed one character per five 

bits or three characters per sixteen-bit word along 
with an alpha identifier and a binary count of the 
string length. Thus 3-to-2 ( + 2) compression is 
achieved on alpha strings. 
Headers. Identical start-of-record strings between se 
quentially transmitted records are replaced by a 
header identifier and a binary count of the number of 
matching characters. The start of one record often 
matches the start of the previous record, especially if 
routing information is used to begin each record. 

If the data for transmission is binary (program ob 
ject code, screen formats and edits, and so on), it 
probably contains a large number of repeated charac 
ters (especially binary zeros). Repeating-character 
compression gives the best results for this type of 
data. Therefore, the following compression technique 
is used for transmission of binary data files: 
Repeating Characters. Strings of repeated characters 
are replaced by a repeat identifier, the repeated 
character, and the binary count of the repeated 
character string length. 

The amount of data compression achieved on any 
file of data is highly dependent on the content of the 
data. Blocks with many blanks will compress most, 
while pure text will usually compress least. In gen 
eral, a mean compression of about fifty percent with a 
variance of about fifteen percent can be expected for 
normal mixtures of data. When compression is com 
bined with the reverse channel protocol, the effective 
throughput rate over the line is typically twice the 
absolute modem speed. In other words, a 4800-bps 
l ink  wi l l  normal ly  ach ieve  a  9600-bps  da ta  
throughput rate. This can result in considerable line 
cost savings, especially when long-distance dial-up 
lines are employed. 

Distr ibuted Systems/2026 
DS/2026 is designed to provide two basic com 

munications capabilities to users of HP 2026 and HP 
3000 Computer Systems. The first is easy file transfer 
between the two systems. In addition, the HP 2026 
system console can be used as a virtual HP 3000 
terminal for remote command processing. Communi 
cation is via synchronous modems at speeds up to 
9600 bps. 

In designing the DS/2026 link to the HP 3000, four 
basic objectives were identified, two relating to oper 
ational costs and two to system use. As with the HP 
2026 link using TELCM, minimization of direct com 
munications costs, that is, the amount paid to com 
mon carriers for the data links, was desired. Also, to 
minimize the cost of system operation, maximum use 
of resources was required, both in the use of the data 
link and in the independent use of the two systems for 
other tasks. It was felt that the design of applications 
creating data to be transmitted should not be more 
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difficult on either system than the design of applica 
tions creating similar data files for local use. Finally, 
because the HP 2026 was designed for operation by 
technically unsophisticated personnel, the use of 
DS/2026 had to be straightforward. 

To meet the communications cost goal, data trans 
fers are in batch mode. In general, the data link is only 
up for file transfer when there is actually data to be 
sent. (One function, QSEND, allows the link to be idled 
while waiting for files to be queued on the HP 2026. It 
is anticipated that this function will be used for in- 
house communications only.) 

Batch data transfer not only optimizes the use of the 
telephone link, but also considerably increases sys 
tem use over interactive transfer. The CPU overhead 
of data communications on the HP 3000 is present 
only when useful work is being performed. More re 
mote HP 2026 systems can be handled by one HP 3000 
in this mode, and with lower cost for interfaces, mod 
ems, and telephones. On the HP 2026 side more time 
is available for other operations that need to be run 
concurrently with data entry, such as report printing, 
communications to other HP 2026s, or use of any of 
the other utilities provided on the system. 

Because data is always transferred as files, applica 
tions programs creating data on either system can be 
scheduled to run without knowledge of the current 
data link status. HP 3000 jobs can create data for 
several remote systems in one run, regardless of 
which systems, if any, might actually be on line at the 
time. Probably more significant from the standpoint 
of efficiency, HP 2026 data entry destined for a central 
HP 3000 can be done at top speed and information 
retrieval can continue even if telephone problems 
temporarily halt the transfer of the data to or from the 
central system. 

Because the data link is generally not active when 
files are being created, a means for applications pro 
grams to specify what files are to be sent, and where, 
was needed. Therefore, each system has a queue file 
containing the names of files to be transmitted. On the 
HP 3000, there is such a file in each remote HP 2026's 
group. An HP 3000 program can add a record to the 
particular remote system's queue file for each file 
created. Likewise, a data entry application on the HP 
2026 can add a record to the HP 2026's queue file after 
a file is completed, or a data entry operator can run a 
standard HP 2026 program for general file queuing. If 
transmission is in progress when the queue entry is 
added, the file is sent on the same call. Otherwise, it is 
sent automatically the next time the link is estab 
lished for transmission. 

For the programmer, this queuing scheme provides 
a very easy means of converting an application pro 
gram that creates a tape for the remote system to one 
that transmits the file directly from disc. On the HP 

3000, a step is added to the job stream to run a pro 
gram to write the file's name to the appropriate queue 
file. On the HP 2026, a few instructions are added to 
the DEAL program to call a system subroutine that 
adds the desired file name to the queue. 

Queue files are particularly helpful to the HP 2026 
system operator, who doesn't need to know anything 
about the files to be transmitted. Aside from program 
startup, sending queued files requires just one con 
sole command and receiving queued files requires 
one command plus designation of the I/O device to be 
used. After the DS/2026 program is initiated, all that 
remains is for the link to be established by one 
operator's dialing the other's telephone number. 
Under some circumstances the HP 2026 operator may 
want to specify specific files to be sent or received, 
and functions are provided to do so. A complete list of 
DS/2026 functions appears in Fig. 3. 

One function combines the operation of sending 
queued and/or operator-specified files with that of 
receiving queued files. Before leaving for the night, 
the HP 2026 system operator can use this function to 
set up the system to send a day's work and then 
receive any HP 3000 files that are ready. The HP 3000 
operator can then establish the link when convenient. 
After sending and receiving, the HP 2026 program 
drops the data link, then sets up to receive another 
call so the HP 3000 operator can have data sent 
throughout the night. As with all file transfer func 
tions, file information is displayed on the HP 2026 
console. Also like the other functions, abortive trans 
fers caused by telephone line problems are recovered 
from automatically, with reestablishment of the link 
the only manual operation. 

To make the operation of DS/2026 as easy as possi 
ble for the HP 2026 operator, the program commands 
are similar to those for TELCM. An operator who is 
familiar with data communication to either an HP 
2026 or an HP 3000 can quickly learn to do communi 
cations with the other. So the operator does not have 
to type the generally constant log-on information re 
peatedly , the normally used HP 3000 HELLO command 
can be stored in a disc file to be used automatically. 
This default can be overridden on any use of the 
system. 

Use of DS/2026 to provide remote HP 3000 terminal 
capabilities (interactive mode), of course, requires 
more expertise than the file transfer mode. The 2026 
operator must be familiar with HP 3000 commands, 
subsystems, and programs. Once the DS/2026 com 
mand specifying interactive mode has been entered 
and the data link has been established, operation is 
essentially the same as a local HP 3000 session, except 
that the prompt character is the DS/3000 remote ses 
sion prompt # instead of ;. All HP 3000 terminal 
capabilities available to a DS/3000 remote session are 
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R E C V  R e c e i v e  a n  O p e r a t o r - S p e c i f i e d  F i l e  f r o m  a n  H P  
3000 

A R E C V  R e c e i v e  F i l e s  Q u e u e d  o n  t h e  H P  3 0 0 0 .  D r o p  L i n k  
When Done,  Then Set  Up for  Another  Ca l l  

Q S E N D  S e n d  Q u e u e d  F i l e s  t o  a n  H P  3 0 0 0 ,  W a i t i n g  f o r  M o r e  
to  Be  Queued  When Done  

MSEND Send Opera tor  Spec i f ied  and/or  Queued F i les  to  HP 
3000,  Drop L ink  When Done 

M S 2 A R  S e n d  O p e r a t o r - S p e c i f i e d  a n d / o r  Q u e u e d  F i l e s  t o  
the  HP 3000 ,  Rece ive  Queued  F i les  f rom the  HP 
3000,  Drop  L ink  When Done,  Then Rever t  to  ARECV 

INTER Use  HP  2026  Conso le  as  a  Remo te  V i r t ua l  HP  3000  
Terminal  

A l l  o f  the commands that  in i t ia te  f i le  t ransfer  may 
specify that interact ive mode is to be entered when 
done instead of  dropping the l ink.  

Fig. be Distr ibuted Systems/2026 provides for f i le t ransfer be 
tween HP 2026 and HP 3000 systems, and for the HP 2026 to 
act as a virtual HP 3000 terminal for remote command process 
ing.  L is ted here are DS/2026 funct ions.  

available on the HP 2026 as well. 
DS/3000 provides two basic means of transferring 

files from one computer to another: remote file access 
(RFA) and program-to-program communications 
(PTOPC). PTOPC is used for the DS/2026/3000 link for 
both communications efficiency and design consis 
tency. With the use of PTOPC, the programs deter 
mine the format of data. Therefore, records can be put 
into fixed-length blocks for transmission, regardless 
of actual record lengths and formats. With records 
that are short compared to the line buffer size, sig 
nificant savings can be realized by such blocking, 
because of the reduction of line turnarounds and their 
associated delays. Overlapping data link I/O with file 
I/O on each system is easier with PTOPC than with 
RFA, yielding additional communications savings. 
Also program logic is more straightforword with a 
program running on each machine, neither having to 
be concerned with the details of the file system on the 
other computer. 

Remote Job Entry  
Remote job entry (RJE) is the use of a terminal or 

computer to send jobs to a host computer for batch 
processing and to subsequently receive any program 
output. Some RJE implementations also provide for 
sending commands to the host system and for receiv 
ing the host's replies. 

The HP 2026 supplies two RJE emulation programs, 
MLRJE, an IBM multileaving RJE workstation emulator 
(sometimes referred to as HASP), and R2780, an IBM 
2780 terminal emulator. Both operate with synchro 
nous modems at up to 9600 bps. MLRJE, the more 
powerful of the two, can concurrently transmit jobs, 
receive job output, and send and receive console 
commands and messages. Jobs may be sent from a 
card reader, magnetic tape, disc files, or any combina 

tion of the three. As with DS/2026, disc files can be 
queued for transmission at a later time. Job output 
may be received on a line printer, on magnetic tape, or 
both simultaneously. To speed transmission, repeat 
characters are compressed and records are blocked. 
Because its capabilities give the HP 2026 operator 
most of the capabilities of a host system operator, and 
because of the operational convenience and speed 
attained with concurrent input and output, MLRJE is 
used whenever the host system supports remote IBM 
360/370 multileaving workstations. Such hosts in 
clude the IBM 360 and 370 running under the MFT7OS, 
MVT/OS, OS/VSi, or OS/VS2 operating systems using 
HASP, ASP, JESl, JES2, or JES3. 

Because not all host systems support multileaving 
RJE, the IBM 2780 emulator is supplied. 2780 termi 
nals are supported by most IBM mainframes that sup 
port communications, and by some other companies' 
mainframes as well. The emulator also allows general 
data transfer with other 2780 emulators, including 
the HP 3000 and HP 1000 systems. The basic RJE 
functions of a multileaving workstation are also 
available on a 2780, but only one function can be 
performed at a time and data compression is not per 
formed. R2780 supports input from the card reader or 
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magnetic the and output to the l ine printer or data communications development.  Most of the 
magnetic tape, or both simultaneously. Unlike a 2780, 
it also allows command input from the system con 
sole and not just from the card reader. 

A c k n o w l e d g m e n t s  

software development has been done by the authors 
of this article. Some additional software development 
has been provided by Ron Niedrauer. Terry Eastham, 
Bill Taylor, and John Southworth have made major 
contributions to network analysis, while Gene 
Doucette has contributed to modem testing and inter- 

Many people have contributed to the HP 2026's facing. 

S P E C I F I C A T I O N S  
Distr ibuted Systems/3000 

MINIMUM SYSTEM: An HP 3000 Series I I  operat ing under MPE-II  with 1 92K bytes 
o f  memory.  

SOFTWARE: HP 321 90A.  HP 3000 sof tware necessary  for  data communicat ions 
w i th  another  HP 3000,  HP 1000,  and/or  HP 2026.  

HARDWARE:  Se r i a l  Da ta  Commun ica t i on  Ha rdware  fo r  Ha rdw i red  and  Modem 
Connections. 
HP 300055A Synchronous  S ing le  L ine  Cont ro l le r  fo r  modem l inks  up  to  9600  
bi ts per second. 
HP 30360A Hardwired Ser ia l  In ter face ( for  coaxia l  l inks) .  

HP 30220A/Coax ia l  Cable  

OPTIONS 
Standard 

001 
002 
003 
004 
005 

LENGTH ( feet)  
25 

100 
250 
500 

1000 
2000 

CUSTOMER TRAINING:  HP 36900E.  DS/3000  On-S i te  T ra in ing  
PRICES 30220A U.S.A.: 321 90A, $3,000; 30055A, $2,000; 30360A, $2,300; 30220A 

S t a n d a r d ,  $ 1 7 5 ;  O p t i o n  0 0 1 ,  $ 2 0 0 ;  O p t i o n  0 0 2 ,  $ 2 2 5 ;  O p t i o n  0 0 3 ,  $ 4 3 0 ;  
Opt ion 004,  $825;  Opt ion 005,  $1,600;  36900E,  $3,000.  

M A N U F A C T U R I N G  D I V I S I O N :  G E N E R A L  S Y S T E M S  D I V I S I O N  
5303 Stevens Creek Boulevard  
Santa Clara,  Cal i forn ia 95050 U.S.A.  

Summary  of  User  Network  Serv ices  Avai lab le  

'Batch PTOPC. Transfer init iation available from HP 2026 only using PTOPC. 

S P E C I F I C A T I O N S  
Distr ibuted Systems/1000 

BASE SYSTEMS:  HP 1000  Mode l  20 /21  Sys tem 
HP 1000 Mode l  30 /31 Sys tem 
HP 1000 Model  80/81 System 
HP 21 MX M-Ser ies Computer  system components  
HP 21 MX E-Ser ies Computer  system components  

O P E R A T I N G  S Y S T E M S :  M i n i m u m  R T E - M .  6 4 K - b y t e  m e m o r y  b a s e d  s y s t e m  
(RTE-MII) 

M a p p e d  R T E - M .  1 2 8 K - b y t e  m e m o r y  b a s e d  s y s t e m  
(RTE-MIII) 

RTE-I I I .  128K-byte d isc based system. 
DS/1000  SOFTWARE/F IRMWARE:  

91740A/B DS/1000 Network  Sof tware/F i rmware.  91740A is  for  21MX M-Ser ies  
Computers.  91740B is for  21 MX E-Ser ies Computers and HP 1000 Computer 
Systems. 

9 1 7 4 1 A  D S / 1 0 0 0  S o f t w a r e  E n h a n c e m e n t  f o r  H P  1 0 0 0  t o  H P  3 0 0 0  C o m m u n i  
cations. 

DS/1000  HARDWARE:  
12620A  i n te r -  I n te r rup t  Fence .  One  pe r  sys tem requ i red  w i t h  12773A  i n te r -  

face(s) .  Opt ional  wi th 12771A inter face(s) .  
12771A Computer  Ser ia l  In ter face Ki t  
91720A/21A Communicat ions Cable  (opt iona l  w i th  12771A) .  
12773A Computer  Modem In ter face 
12889A Hardwired Ser ia l  In ter face 
30220A Coaxia l  Cable Ki t  ( requi red wi th  12889A).  

P R I C E S  I N  U . S . A . :  9 1 7 4 0 A / B  D S / 1 0 0 0  N e t w o r k  S o f t w a r e / F i r m w a r e ,  $ 2 5 0 0 .  
9 1 7 4 1 A  D S / 1 0 0 0  S o f t w a r e  E n h a n c e m e n t  f o r  H P  1 0 0 0  t o  H P  3 0 0 0  C o m m u n i  
cat ion, $500. 

M A N U F A C T U R I N G  D I V I S I O N :  D A T A  S Y S T E M S  D I V I S I O N  
11000 Wol fe  Road 
Cupert ino,  Cal i fornia 95014 U.S.A. 

S P E C I F I C A T I O N S  
HP 2026  Data  Entry /Communicat ions  System 

BASE semicon 21  13B 21  MX E-Ser ies  Computer  w i th  65 ,536 by tes  o f  semicon 
ductor  memory,  128 inst ruct ions,  14 I /O channels.  
12618A Synchronous Communicat ions In ter face 
12962D Car t r idge Disc Subsystem 

14.7M bytes,  HP 7905A Disc  Dr ive 
2645A Disp lay Stat ion as system console 

SYSTEM OPTIONS: Replace 14.7M-byte car t r idge d isc subsystem wi th 50M-byte 
Disc Dr ive (HP 7920A).  

12962C op t i ona l  D i sc  Subsys tem i n  up r i gh t  cab ine t  w i t h  space  f o r  op t i ona l  
magnetic tape unit .  

M A X I M U M  C O N F I G U R A T I O N :  U p  t o  1 6  H P  2 6 4 5 A  d a t a  e n t r y  s t a t i o n s  m u l t i -  
dropped on up to four l ines. Buffered asynchronous communication with system at 
9 6 0 0  b p s  ( l o c a l ) ,  o r  1 2 0 0  b p s  w i t h  m o d e m  l i n k s .  T w o  1 2 9 7 0 A  ( 8 0 0  b p i )  o r  
12972A  (1600  bp i )  Magne t i c  Tape  Subsys tems .  E igh t  14 .7M-by te  Ca r t r i dge  
D i s c  O n e  ( H P  7 9 0 5 A )  o r  s i x  5 0 M - b y t e  D i s c  D r i v e s  ( H P  7 9 2 0 A ) .  O n e  L i n e  
P r i n t e r  ( 2 0 0 ,  3 0 0 ,  6 0 0  o r  1 2 5 0  L P M ) .  O n e  C a r d  R e a d e r  ( 6 0 0  C P M ) .  O n e  
HP 2748B Punched Tape Reader Subsystem (500 cps).  One HP 2895B Punched 
Tape Subsystem (75 cps) .  

PRICE IN U.S.A. :  2026 Base System,  $38,500.  
M A N U F A C T U R I N G  D I V I S I O N :  G E N E R A L  S Y S T E M S  D I V I S I O N  

5303 Stevens Creek Boulevard 
Santa Clara,  Cal i forn ia 95050 U.S.A.  
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Experimenting with Satellite-Linked 
Computer Networks 
Project  Prelude is  an advanced computer  communicat ions 
exper iment involv ing several  companies, a satel l i te,  
and HP 3000 Ser ies  I I  Computer  Systems.  

by Ri ta  W.  Wi l l iams 

IN RECENT MONTHS Distributed Systems/3000 
has been an integral part of a series of experi 

ments designed to stimulate discussion as to how 
to meet intracompany communication needs in the 
next decade. The project has been using the world's 
most powerful communications satellite in orbit, the 
Communications Technology Satellite (CTS). The 
CTS is a joint effort of the United States National 
Aeronautics and Space Administration (NASA) and 
the Canadian government's Department of Communi 
cations. It is in geosynchronous orbit at an altitude 
of 22,300 miles. 

Various experiments have been sponsored to 
explore possible uses of the technology offered by 
satellite communications. Experiment #26 on the 
CTS has been conducted by Satellite Business Sys 
tems, an offspring of three companies: IBM, Aetna 
Life and Casualty, and COMSAT General. The objec 
tive of this experiment, called Project Prelude, is to 
test and evaluate satellite communications and man 
ufacturers' advanced equipment by assembling these 
elements for the first time in a realistic business envi 
ronment. The major feature of this experiment is the 
variety of high-speed communications applications 
that make use of satellite communications â€” full- 
motion and freeze-frame video, facsimile, and data 
processing. 

Satellite Business Systems (SBS) has assembled a 
communications mini-network with the cooperation 
and participation of other companies: Hewlett- 
Packard, Advent, NEC America, Ikegami Electronics, 
Harris Communications, Arvin/Echo, Dacom, Rapifax 
Corporation, and Comsat Laboratories. The par 
ticipating companies have provided equipment, 
training, and/or personnel to Project Prelude. 

The Project  Prelude network has been dem 
onstrated between Seal Beach, California and 
Pittsburgh, Pennsylvania, between Houston, Texas 
and Harrison, New York, and between Chicago, Il 
linois and Catonsville, Maryland. Three companies, 
Rockwell International, Texaco, and Montgomery 
Ward, have each hosted the Project Prelude presenta 
tions for approximately a month. In that time, 

employees of the host companies viewed formal pre 
sentations and explored applications of their own 
design to use the satellite communication link. Many 
of the impromptu uses of the satellite link involved 
video-conferencing to discuss matters of immediate 
concern to managements of the host companies. 
Another impromptu use of the satellite link was to 
transmit seismic data. In that instance, data was writ 
ten to magnetic tape on a CDC computer system, car 
ried to an HP 3000 in Texas, transmitted via satellite 
to an HP 3000 in New York, and transmitted back 
again. Comparison of the data transmitted and re 
ceived in Texas verified the integrity of the data. 

Project  Pre lude Communicat ion Link Hardware 
Hewlett-Packard provided the following equip 

ment to each of the two sites in the Project Prelude 
mini-network: an HP 3000 Series II Model 6 System, 
three HP 2645A Terminals, an HP 2648A Graphics 
Terminal, and an HP 261 7 A Line Printer. Equipment 
involved in the data link between each HP 3000 and 
the satellite included a modified hardwired serial 
interface communications controller and adapter 
board in the HP 3000, a master control unit to ac 
complish switching between data processing and 
video and facsimile, a Harris high-speed digital 
modem, two converters, an orthomode coupler or 
feed, and an eight-foot dish antenna (see Fig. 1). The 
Harris modems are multi-data-rate units with QPSK/ 
BPSK modulation. The double up-conversion on 
transmission consisted of one RF conversion to 1.5 
GHz and a second conversion to 14 GHz. To facilitate 
transportation from site to site, the antennas and other 
earth station equipment were mounted on trailers and 
stationed just outside the buildings where demon 
strations were held (Fig. 2). The earth stations, which 
included the master control unit (MCU), the conver 
ters, the feed, and the antenna, were developed by the 
laboratories of COMSAT (Communications Satellite 
Corporation). 

The first step in HP's participation in this experi 
ment was to form an engineering team to determine 
the most appropriate interface to the communication 
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Communicat ions 
Techno logy  

Satellite F i g .  1 .  P r o j e c t  P r e l u d e  i s  a n  e x  
pe r imen t i n  compu te r  commun ica  
t ions v ia  sate l l i te .  The computers 
are two HP 3000 Series II Systems, 
one  a t  each  end  o f  t he  commun i  
c a t i o n s  l i n k .  B e t w e e n  e a c h  H P  
3 0 0 0  a n d  t h e  s a t e l l i t e  i s  t h e  
e q u i p m e n t  s h o w n  h e r e .  A p p l i c a  
t i o n s  i n c l u d e  v i d e o  a n d  a u d i o  
t ransmiss ion,  facs imi le ,  and data 
process ing.  

equipment involved in the data link. DS/3000 can use 
either of two communications controllers â€” hard 
wired serial interface (HSI) or synchronous single- 
line controller (SSLC). The SSLC is used in a modem 
link, but its highest supported speed is 9. 6 kilobits per 
second. The HSI is used when HP 3000s are linked by 
coaxial cable and can run at 2.5 megabits per second 
when cable length is limited to less than 1000 feet. 
Because of its higher speed, the hardwired serial in 
terface communications controller was selected. 

The output drivers and receivers on one channel of 
an HSI were replaced with sockets with jumper plugs 
to connect input and output pins. An adapter board 
was designed to convert the differential signals re 
ceived from the modem to TTL levels for input to the 
modified HSI and to convert the outgoing TTL clock 
and data signals to differential signals to drive the 
modem. Normally, the HSI provides its own clock, 
but in this application the clock was provided by the 
modem. During testing at COMSAT Laboratories in 
Clarksburg, Maryland, it was verified that the HP 
equipment operated reliably at the 2.5-megabit rate. 

System and Communicat ions  Sof tware  
While hardware development was going on, 

software tests were run, simulating the timing ex 
pected in satellite communications. Because the 
satellite is in orbit at an altitude of 22,300 miles, the 
data transmitted from one HP 3000 to another must 
travel approximately 44,600 miles. Even at the speed 
of light, this transmission takes approximately 0.24 
second. But the transmission is not really complete 
until the receiving system acknowledges to the send 
ing system that the transmission was received cor 
rectly. Because the acknowledgment must also travel 
44,600 miles, a completed data transmission requires 
a minimum of 0.48 second, possibly longer if an error 
condition requires a retransmission of the original 
data. These tests showed that the standard HP 3000 
Series II communication and operating system 
software continued to function reliably in spite of the 
delay. 

An optimization in data transfer between systems 
was accomplished by eliminating a series of hand 
shakes meaningful only in communication between 
an HP 3000 and an HP 1000. These were unnecessary 
for this application. 

Software Design Considerat ions 
The influence of the link propagation delay on visi 

ble performance was a major concern in the design 
and implementation of demonstrations for Project 
Prelude. The most efficient use of the communication 
link was by means of DS/3000 program-to-program 
communication (PTOPC). At this level, the user has 
more control over the size of the buffer used in the 
transfer of data from one system to another. Program- 
to-program communication also allows the pro 
grammer to control blocking and unblocking of in 
formation transferred. Thus it is possible for a com 
munications buffer to contain multiple records of a 
file, or even multiple files. Given a file of 100 records 
of 80 bytes each, the standard HP 3000 utility program 
FCOPY might require 100 transmissions and acknow 
ledgments to copy the file from one system to another, 

Fig. 2.  Project Prelude antennas and earth stat ion equipment 
were mounted on trailers to facil i tate movement between sites. 
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while program-to-program communication can copy 
the file with only one transmission and acknowledg 
ment, a significant reduction in communication 
overhead. 

For maintenance purposes, each of the systems in 
volved in the Project Prelude demonstrations was 
equipped with two sets of HSI and adapter boards. 
Although each set of communications boards would 
typically be identified by a different class name in the 
system configuration, this is not required. To enable 
the PTOPC master program to reference either device, 
both devices were given the same class name, and 
during the demonstrations, communication was ena 
bled on only one device. 

The need to access local and remote data bases was 
a fundamental requirement of the Project Prelude 
programs. The new DS/3000 extensions to IMAGE, 
HP's data base management software, simplify access 
to remote data bases and undoubtedly would have 
simplified the Project Prelude programming tasks. 
However these extensions (see article, page 7) were in 
the design phase during development of the Project 
Prelude demonstrations. Nevertheless, the then- 
current software was adequate. 

Part of the demonstrations consisted of the creation 
of a data base of registration information about the 
persons in attendance. Each site in the two-system 
network had a local data base of such information. In 
some of the demonstrations it was desirable to inter 
change data bases so that each site had its own data 
base and the sister site's data base. By taking advan 
tage of the accounting structure in MPE, the HP 3000 
operating system, one identifying file name, AREG, 
could designate any of the four data bases in use, thus 
minimizing the number of programs needed to carry 
out the demonstrations. For example, the data base in 
Texas describing local attendees was AREG.LOC- 
AL.DEMOi, while the Texas data base that described 
attendees at the sister site was AREG.REMOTE.DEMOi. 
The contents of Texas' AREG.LOCAL.DEMOi were iden 
tical to New York's AREG.REMOTE.DEMOi, and Texas' 
AREG.REMOTE.DEMOi was identical to New York's 
AREG.LOCAL.DEMOi. When accessing a particular data 
base, one merely logged on to the local and/or remote 
systems in the appropriate group and account and let 
MPE find the intended data base. 

Project  Prelude Demonstrat ions 
Three different formal presentations were de 

signed, each with a certain audience in mind. One 
was geared to an audience of data processing person 
nel, the second to an audience of administrative ser 
vices personnel, and the third to a more general audi 
ence. Each of the three presentations was designed to 
demonstrate audio, video, facsimile, and data proces 
sing via the satellite communication link and was 

scheduled to last approximately one and one-half 
hours. A data base of attendees was common to all 
three demonstrations. Ultimately this data base was 
used to generate a personally addressed letter to each 
attendee in the data base. 

The data processing demonstration required by far 
the most HP participation. The following paragraphs 
describe the software developed for this demonstra 
tion. 

The demonstration begins with a six-step data base 
access operation (see Fig. 3J. The first step is to enter 
the names of attendees into the data base via a data 
entry library screen. A COBOL program reads the 
unprotected fields of the screen and enters the infor 
mation into the data base. This data base initialization 
occurs at both sites before the formal presentation 
begins. 

The second step illustrates resource sharing, the 
resource in this case being the newly created data 
bases. This is done by entering a limited number of 
attendees into the sister site's local data base. These 
individuals can be late arrivals who write registration 
information on a sheet of paper. This sheet can then 
be sent by facsimile to the sister site. For example, the 
registration data sheet for late attendees in Texas can 
be transmitted to New York. New York then adds this 
data to the data base residing on the Texas system. To 
accomplish this step, the original data entry program 
was modified to place information from the unpro 
tected fields into a buffer and write the buffer across 
the line to a slave program that adds to the data base. 

The third step illustrates high-speed data transfer 
by copying the data base from the sister site. This is 
accomplished by master and slave programs passing 
information via PTOPC intrinsics such as PREAD. 
After  this  step,  each si te has two data bases,  
AREG.LOCAL and AREG.REMOTE, the sister site back-up. 

The fourth and fifth steps illustrate this back-up 
feature. Each site deliberately purges its own local 
data base. Normally, this would be cause for great 
concern, but in this case each site has a readily ob 
tainable back-up data base elsewhere in the mini- 
network. The back-up data bases are accessed to re 
store the "lost" information, and each site again has 
both data bases. 

The sixth step is to add another attendee to a local 
data base, and add the necessary information to the 
back-up data base as well. The program used earlier to 
add to the sister site's data base, UPDATE?, is run again. 
This program asks the operator whether the informa 
tion should be added to the local data base and 
whether the back-up data base should be updated. In 
this step, the operator answers yes to both questions. 
Appropriate messages are returned to the terminal to 
indicate error conditions or completion of the slave 
and master programs. 
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N E W  Y O R K  

: R U N  R E G P . P U B  
Step I  

â€¢DEL 
Screen 

TEXAS 

: R U N  R E G P . P U B  

DEL 
Screen 

: R U N  U P D A T E P . P U B  

Step II  

Resource 
Sharing Â ¡ R U N  U P D A T E P . P U B  

: R U N  G E T D B . P U B  

Step III  

High-Speed 
Data Transfer  

: R U N  G E T D B . P U B  

Step IV 
:RUN DBUTIL.PUB.SYS, PURGE :RUN DBUTIL.PUB.SYS, PURGE 

Step V 
Back-Up 

: R U N  G E T D B . P U B  : R U N  G E T D B . P U B  

Step VI 

:RUN UPDATEP.PUB :RUN UPDATEP.PUB 

DEL 
Screen 

DEL 
Screen 

â€¢DEL Screen = Data Entry Library Screen 

Fig. of  Data f low in the data processing demonstrat ion, one of 
the Pro ject  Pre lude exper iments.  The s ix-s tep demonstrat ion 
invo lves creat ing loca l  and remote data bases,  updat ing and 
c o p y i n g  r e m o t e  d a t a  b a s e s ,  a n d  r e p l a c i n g  a  p u r g e d  l o c a l  
da ta  base  by  copy ing  a  back -up  da ta  base  f rom the  remote  
site. 

The next major sequence in the data processing 
demonstration is an information retrieval operation 
that highlights distributed processing capabilities. A 
data entry library screen (Fig. 4) permits selection of 
any or all often items of interest. Because this applica 
tion is based on an information network, some of 
these items are stored in a local computer and some in 
a remote computer. Some articles are not computer- 
based, but must be delivered in hard-copy form, 
either locally or by facsimile. 

The method of displaying or delivering each item 
is specified in a compound statement within the 
framework of a CASE statement. The selection of items 
supplies indexes into the CASE statement. 

The contents of the unprotected fields of the screen 
are read into a ten-word array by the program DOC- 
DISTP. Each word is examined in turn to determine the 
items selected. If the contents of the word are alpha 
numeric, the position of the word relative to the be 
ginning of the ten- word array is used as an index into 
the CASE statement. The structure of the statement is: 

Â«CASE o 
Â«ITEM 1 ON SCREENÂ» 

Â « C A S E  1  Â »  

Â«ITEM 2 ON SCREENÂ» 

CASE X OF 

BEGIN 

END; 

BEGIN 

END; 

When X, the index into the CASE statement, is less 
than four, execution of the CASE statement will dis 
play cumulative sales, expenses, and profits in tabu 
lar form. After a carriage return is entered from the 
terminal, the same data is displayed in graphic form. 
In two cases, the financial data is stored in the remote 
system and must be requested by the local program. 

Cases four through seven place requests for hard- 
copy items. This request is displayed at the console 
and a confirmation is delivered to the operator at the 
originating terminal. If the item is not available lo 
cally, the request must be delivered to the console of 
the remote system. The slave program, running on the 
remote system, confirms the request to both the in 
formation analyst at the master console and the 
originating terminal. 

Cases eight and nine display articles stored on disc. 
The operator may choose whether to display these on 
the originating terminal or on the line printer. If the 
operator chooses to display the article on the termi 
nal, the article remains on the screen for study until a 
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Fig. al l  Data entry l ibrary screen permits selection of any or al l  
o f  ten i tems in  an in format ion ret r ieval  por t ion of  the Pro ject  
Prelude data processing demonstration. Some of the i tems are 
s tored in  the local  computer  system, some are in  the remote 
system,  and some are de l ivered in  document  form and t rans 
mit ted by facsimi le.  

carriage return is entered. 
The last step in the demonstration features a lim 

ited version of the broadcast capability of satellite 
communications: a message from one site can be 
broadcast to multiple sites within the same network. 
Since the Project Prelude network is limited to two 
sites, broadcasting is simulated by generating an in 
dividually addressed letter to each attendee regis 
tered in the data bases. A skeleton of the letter is as 
follows: 

i 
January 5, 1978 

Dear Leslie Jones 
Chicago, Illinois 
Sister Site: Catonsville, Maryland 

Thank you for attending and participating in the Project Prelude 
experiment. 

You may, therefore, find it appropriate to discuss this presenta 
tion with associates of your company also attending this session. 
The following list is provided for this purpose, and includes the 
individual name and company location. 

Leslie Jones 
Dave White 

Catonsville, Maryland: 
Mary Moore 

II 

III 

Francis Smith 

The program that creates this letter is called DPLETP. 
It can supply text from any interactively designated 
text file and can be run in one of two modes: to 
generate letters to all local attendees in the data base 
or to five attendees designated interactively. 

In Part I of the letter, the date and sites are read from 
the specified text file; the name is supplied via a 
sequential READ on the detail set of the data base or a 
calculated READ for a specific name. In Part II are the 
names of all attendees who work for the same com 
pany and are present at the same site. Part III contains 
the names of fellow employees in attendance at the 
sister site. The output procedure continues to loop 
until all desired letters have been output. 

Generating letters to five designated attendees may 
involve outputting a letter on the line printer on the 
remote system. If five names are supplied as address 
ees and one of the names is not in the master's local 
data base, that name is passed to a slave program. If 
the name is found in the slave's data base, the slave 
program generates parts I and II of the letter in much 
the same way as the master program. 

However, the third data base access must be han 
dled differently, because now the slave program must 
request data and essentially control communications, 
in contrast to normal program-to-program communi 
cations. The request for data is more direct from a 
master program than from a slave program. The mas 
ter's request proceeds as follows. 

M a s t e r  

LENGTH: = PREAD(...); 

Slave 
[Request Data] 

[Receive Data] ACCEPT(...); 

For a slave to request data, two master PTOPC opera 
tions are required. The ITAG, or tag field, construct in 
PTOPC is especially useful here. Word 0 of the 20- 
word ITAG can be used as a signal to the master to send 
data to the slave. The other nineteen words in ITAG 
can specify the information needed. The slave's re 
quest might proceed as follows. 

Master 
PREAD.PWRITE, Or 

PCONTROL 

IF ITAG = 1, THEN 

PWRITE(...); 

Slave 
GET(...J; 

ACCEPTf...) 

GET(...J; 

[Request Data] 

ACCEPT(...); [Receive Data] 

Matt Brown 

An alternate method for the slave to request data from 
the master is for the slave to respond with a REJECT 
instead of an ACCEPT. The logic in the master program 
must be able to interpret this response and produce 
the necessary data for transfer to the slave. 
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Summary  
The data processing demonstration consists of a 

series of programs that spotlight data communica 
tions. Resource sharing, high-speed data transfer, 
back-up, broadcast, and distributed processing repre 
sent  ne tworking appl ica t ions  tha t  can  be  im 
plemented effectively using satellite technology. 
Using an HP 3000 Series II and off-the-shelf software 
products such as IMAGE and DS/3000, any user can 
develop similar applications to span a wide range of 
communication environments and data processing 
requirements. 

A c k n o w l e d g m e n t s  
Larry Kelly, Lloyd Summers, and Elio Toschi were 

responsible for the hardwired serial interface and 
adapter for the HP 3000s used in Project Prelude. The 
initial design of the HSI modification was by Kent 
Simcoe. Howard Morris did the software simulations 
of satellite timing. Jutta Kernke designed two data 
entry library screens for the demonstrations. Nadine 
Halsted wrote the program to read the information 
from the screens and enter it into the data base. Don 
Van Pernis wrote CFCOPY, a PTOPC program that 
copies files from one system to another. 

HP's participation in this project was not limited to 

factory personnel. Field system engineers conducted 
the demonstrations and contributed to software de 
velopment. Customer engineers and operating sys 
tem specialists aided in the installation and mainte 
nance of these systems as they toured the country. 
The contributions of field personnel were crucial to 
our successful role in the project. 

Rita W. Wil l iams 
Rita Wi l l iams was responsible for  
technica l  l ia ison wi th SBS and 
COMSAT General  dur ing HP's par 
t ic ipat ion in Project  Prelude.  Her 
dut ies inc luded sof tware des ign,  
t ra ining of  f ie ld personnel ,  and as 
sist ing with network integrat ion. 
She 's  been wi th  HP s ince 1976,  
serv ing  as  a  p roduc t -suppor t  
sof tware specia l is t .  Born in Hun- 
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