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Higher-Performance HP 1000 Computer 
Systems 
The h igher  per fo rmance comes f rom new techno log ies ,  
inc lud ing new processors ,  fas ter  16K RAM semiconductor  
memor ies ,  and  a  new opera t ing  sys tem.  

by  Rodney  K .  Juncker  

HP 1000 COMPUTER SYSTEMS, first introduced 
in late 1976, 1 are designed to give the user a 

choice of preconfigured nucleus systems that are 
easy to use, easily adapted to user applications, 
accurately specified, and easily supported and main 
tained. Instead of having to build a system from a vast 
array of hardware assemblies and software modules, 
the user can choose a nucleus system that offers a 
tested and documented starting point for any appli 
cation effort. 

HP 1000 Systems are based on HP 1000 Computers 
(formerly 21MX Computers) and the real-time execu 
tive (RTE) operating system. Because the application 
areas for these systems are extremely varied and can 
not be covered by a single system, a family plan was 
established, defining a range of systems suited to 
different applications. 

The family starts with a low-cost system able to run 
applications programs under RTE control and pro 
vides an economically sound path for expansion to 
larger systems. The expansion path not only allows 
for the conversion of the starter system to a more 
powerful member of the family but also allows for the 
interconnection of a large number of family members 
to form a network.2 With these capabilities, a user can 
solve almost any problem in almost any application 
area. 

New H P 1000 Systems 
Two new systems have now been added to the 

upper end of the HP 1000 family. These systems, 
Models 40 and 45, feature a new real-time executive 
operating system, RTE-IV, that manages up to 64 
programs simultaneously and handles data arrays as 
large as two megabytes. The Model 45 System is 
based on a new version of the HP 1000 Computer, 
designated the F-Series. Its hardware floating point 
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p lay of  i ts  mul t i l ingual ,  mul t i  
p r o g r a m m i n g  c o m p u t i n g  
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processor, new scientific instruction set, and 350-ns 
16K RAM memory give it significantly greater per 
formance than the E-Series, which is the processor for 
the Model 40 System. 

Another new HP 1000 System, Model 25, uses the 
F-Series Computer but has a memory-based operating 
system, RTE-M. 

The HP 1000  Fami ly  
The HP 1000 family now consists of the following 

members, in decreasing order of capability. 
The Model 45 System (Fig. 1) is the most powerful 

HP 1000 system, incorporating the high-performance 
F-Series Computer with built-in hardware floating 
point instructions and scientific instruction set 
firmware, 128K bytes of high-performance high- 
density memory, a high-performance graphics termi 
nal with dual mini-cartridge units, a 19.6M-byte cart 
ridge disc memory, the powerful RTE-IV operating sys 
tem, and a versatile graphics applications software 
package. This system is oriented towards applications 
where high-speed computational power, graphics 
capabilities, large data arrays, and large program 
areas are required. It can be easily expanded to in 
clude up to 2M bytes of standard or high-performance 
memory, up to 1.8M bytes of fault controlled memory, 
up to 400M bytes of disc storage, distributed systems 
networking capability, data base management with 
IMAGE/1000 software, a BASIC language capability 
with the BASIC/1000 software, and a wide variety of 
peripherals and accessories. 

F i g .  1 .  T h e  n e w  M o d e l  4 5 ,  t h e  
mos t  power fu l  HP  WOO Sys tem,  
f e a t u r e s  t h e  n e w  F - S e r i e s  
Compute r  w i th  f l oa t ing -po in t  p ro  
cessor and the new RTE-IV operat 
i ng  sys tem.  I t  i s  des igned  fo r  ap  
p l i c a t i o n s  i n v o l v i n g  e x t e n s i v e  
c o m p u t a t i o n ,  l a r g e  p r o g r a m s ,  
large data arrays, and graphics.  I t  
i s  shown here  w i th  WOM bytes  o f  
d isc storage. 

The next most powerful member of the HP 1000 
family is the Model 40 System. This system differs 
from the Model 45 in that it does not include the 
hardware floating point instructions and scientific 
instruction set firmware and that the graphics termi 
nal and high-performance memory are optional. This 
system is oriented towards applications similar to 
Model 45's but where the high-speed computation 
capability is not essential. The Model 40 System can 
be expanded in the same way as the Model 45. 

The Model 30 System is the original member of the 
HP 1000 family. This system incorporates the 
E-Series Computer, 64K bytes of standard perfor 
mance memory, a 19.6M-byte cartridge disc memory, 
a fast,  flexible display station with dual mini 
cartridge units, and the RTE-II operating system. This 
system can also be expanded to include up to 400M 
bytes of disc storage, BASIC/1000, IMAGE/1000, and a 
wide range of peripherals and accessories. 

The Model 25 System is a high-performance 
memory-based system. This system incorporates the 
high-performance F-series Computer with built-in 
hardware floating point instructions and scientific 
instruct ion set  f i rmware,  64K bytes of  high- 
performance memory, a fast, flexible display station 
with dual mini-cartridge units, and the RTE-M 
memory-based operating system. The Model 25 Sys 
tem is oriented towards applications that require 
low-cost, high-performance systems to be used as 
stand-alone systems or network satellite nodes. 
Model 25 can be easily expanded to include flexible 
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disc storage, graphics terminals, up to 2M bytes of 
memory, fault control memory, BASIC/1000, DS/1000 
and many of the same peripherals and accessories 
that are available on the larger systems. 

The Model 20 System is the smallest of the family 
members and differs from the Model 25 System in that 
it uses the E-series Computer instead of the F-series 
Computer. This system is a flexible, powerful low- 
cost system especially suited for applications such as 
instrumentation control, remote test and measure 
ment stations in harsh environments, and laboratory 
test and measurement stations. This system can be 
expanded in the same way as the Model 25. 

New HP 1000  Capabi l i t ies  
In the design of the latest HP 1000 Systems, major 

contributions were made in computers, operating 
system software, and other system elements. These 
contributions include a new megaword-array operat 
ing system, new computers with hardware floating 
point and scientific instruction sets, a new power 
supply design, new memory subsystems, a graphics 
software package, and a multipoint terminal subsys 
tem, many of which are discussed in detail in suc 
ceeding articles in this issue. 

The major new system design contributions made 
to the HP 1000 family are focused in the RTE-IV 
operating system and the F-Series Computers. Be 
sides providing the user with a high level of comput 
ing power and programming capability, the operating 
system design achieved some other very significant 
goals. By placing peripheral drivers in special mem 
ory partitions and bringing them into the user's space 
only when needed, additional addressing space was 
made available to user programs. By allowing 
peripheral device and memory reconfiguration to be 
done at system startup, the need to regenerate a sys 
tem that must run in a computer with different mem 
ory size or peripheral device configuration was 
eliminated. These two contributions are of major im 
portance to the system design goals, because they 
made possible the design of "primary" systems. The 
primary systems are a set of system software genera 
tions that include the most-often-used drivers and 
software subsystems and a set of computer and 
peripheral test programs that run under RTE. Because 
RTE-IV can be reconfigured at system startup, these 
preconfigured and tested primary systems can be eas 
ily set up for use on any of the Model 40 and 45 
Systems. This eliminates the need for uniquely 
generating every system shipped to a customer, sav 
ing many hours of technician time per system, and 
allowing the customer to adapt this proven primary 
system to the application instead of being forced to 
perform a lengthy and difficult system generation 
when the system arrives. 

The primary systems also include the on-line test 
programs that run under RTE, so computer and 
peripheral tests can be performed under the control of 
the same software operating system as the application 
programs. With the introduction of on-line system 
test and diagnosis, some major new capabilities can 
be realized. The user can perform some system tests 
while applications are running, increasing trouble 
shooting speed and flexibility. Also, possibilities for 
remote test and remote fault diagnosis now exist, and 
will be essential for systems operating in distributed 
system networks and at remote, unattended sites. 
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RTE- IV:  The Megaword-Array Operat ing 
System 
by Eugene J .  Wong and C.  Michae l  Manley  

THE REAL-TIME EXECUTIVE is Hewlett-Packard's 
multi-user, multiprogramming operating system 

for HP 1000 Computer Systems. RTE comes in several 
versions, all upward compatible. These include the 
memory-based RTE-M, the disc-based RTE-II and 
RTE-III,1'2'3 and the new RTE-IV, the most powerful 
HP real-time executive system to date. 

RTE-IV's new operating system features include 
megaword data arrays, user code areas of up to 54K 
bytes, reporting and recovery from parity errors, 
memory and input/output reconfiguration, new 
multiterminal handling software, an improved user 
interface for languages, and expanded device driver 
areas. 

These new features, especially megaword data 
array handling, have allowed RTE-IV to move into 
application areas formerly reserved for large main 
frame systems. RTE-IV is already being used for 
large-scale linear programming, operations manage 
ment, simulation, computer-aided design, and matrix 
manipulation problems. RTE-IV is available as a 
standard product (92067A) and as the operating sys 
tem in  two HP 1000 Sys tems,  the  F-Ser ies -  
Computer-based Model  45 and the E-Series-  
Computer-based Model 40. 

Like RTE-II and RTE-III, RTE-IV offers priority 
scheduling of concurrent programs, separation of 
real-time and background tasks into real-time and 
background partitions, and a powerful file manage 
ment package. It provides program partition swap 
ping, buffered output, "mailbox" input/output, on 
line system generation, and a batch entry processor 
featuring both input and output spooling of jobs for 
maximum throughput. 

Like RTE-III, RTE-IV manages up to two megabytes 
of main memory in the HP 1000 M-, E-, and F-Series 
Computers, in up to 64 real-time and background 
partitions. However, with RTE-IV this entire area may 
also be used by just one program. Combined with the 
DS/1000 and DS/3000 Distributed System packages,4'5 
RTE-IV becomes a powerful network node capable of 
controlling distributed processors at satellite RTE 
nodes. Other software products that may be used to 
extend the power of RTE-IV include BASIC/1000,6 
data base management with IMAGE/1000, and the 
RTE microprogramming package.7 

â€¢Formerly 21 MX Computers. 

Memory  Management  
One of the major features of RTE-IV is its memory 

managing ability. The operating system is capable of 
managing up to 1024 pages of physical memory, each 
page consist ing of 1024 sixteen-bit  words.  A 
hardware option to the E-Series and F-Series Com 
puters, called the dynamic mapping system2'8 
provides four banks of 32 registers each. These are 
used as physical page registers. The 32 pages of phys 
ical memory described by the bank that is currently 
enabled are the 32 pages that make up the logical 
memory space. 

The four 32-register banks are called "maps." The 
same term, "map," is also used to refer to the physical 
memory designated by the contents of the 32 regis 
ters. The two meanings of "map" are used inter 
changeably in this article. 

The four maps include the system map, where the 
RTE-IV operating system resides, the user map, where 
the current user program resides, and two maps used 
for direct memory access by the dual-channel port 
controller (DCPC). Since the DCPC runs concurrently 
with program activity, up to three maps may be active 
at one time, either the system map or the user map and 
both DCPC maps. 

One of the benefits of these maps is that, although 
the pages of memory they represent need not be phys 
ically contiguous, the system makes them appear log 
ically contiguous. For example, the first three pages 
of a user map might be pages 0, 50, and 600. In this 
case the first page would be physically and logically 
the same page. However, the next page, physical page 
50, would logically appear to be the second page. 
That is, to a program executing under the user map, 
the code on physical page 50 is used whenever 
accesses to the second page of the user map are de 
sired. This ability to map physical memory into a 
logical address space is used extensively in the sys 
tem and user maps under the guidance of RTE-IV. 

The System Map 
Every time an interrupt occurs in the HP 1000 

Computer, the system map and thus the operating 
system is automatically enabled by the hardware. 
This allows the operating system to examine the 
source of the interrupt and determine the appropriate 
action. Interrupts are generally of two kinds, a user 
requesting executive services via a memory protect 
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Fig. dynamic . system, manages up to 2M bytes of physical memory using the dynamic mapping system, 
a  ha rdwa re  op t i on  t o  HP  WOO Compu te r s .  Segmen ts  o f  phys i ca l  memory  a re  mapped  i n t o  
64K-byte logical memory spaces according to four maps: the system map, the user map, and two 
dual -channel  por t  contro l ler  maps.  At  le f t  is  a p ic ture of  the system map as i t  would look when 
processing an in terrupt .  A lso shown are three possib le user  map conf igurat ions.  The maps are 

set  up by  the operat ing sys tem.  

interrupt or a device interrupt that informs the system 
that a data transfer has finished and the device is now 
free. The left side of Fig. 1 shows a picture of the 
system map as it would look when processing an 
interrupt. 

The system map in RTE-IV is static except for the 
driver partition area. The driver partition area, a new 
feature of RTE-IV, is a reserved area in each map that 
is usually two pages long and is used to address a 
device driver. A device driver is a software module 
that operates a device under the control of the operat 
ing system. This area is dynamic because drivers are 
included in a map only when required for handling 
input/output requests or device interrupts. The driv 
ers are actually located in physical memory in a driver 
partition. When a device interrupt is acknowledged, 
RTE-IV determines which driver is needed, which 
partition the driver resides in, and which physical 
pages define that partition, and then maps these 
pages into the reserved area of the appropriate map. 
Thus, while these drivers are in different areas of 

physical memory, they all execute in the same area of 
logical memory. This concept of dynamically map 
ping a driver into logical memory is extremely effi 
cient in conserving logical address space and improv 
ing real-time response. Other solutions to the driver 
addressing problem would require either having all 
of the drivers present at once in the active map, which 
would force the size of the user program or operating 
system to be smaller, or bringing drivers into memory 
from the disc, a slow, inefficient procedure, unwork 
able when real-time response is required. Now many 
drivers may be kept in physical memory and called 
into logical memory quickly whenever required. This 
allows a much greater variety of user problems to be 
solved with just one system. 

The User  Map 
As mentioned above, the system map is static ex 

cept for the driver partition. The user map, which is 
extremely dynamic, is controlled by the operating 
system. It is frequently being changed from one area 
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F i g .  2 .  A  p h y s i c a l  m e m o r y  m a p  
and  two  poss i b l e  use r  map  ( l og i  
ca l  memory )  con f i gu ra t i ons .  The  
m a p  a t  l e f t  i s  f o r  a n  e x t e n d e d  
m e m o r y  a r e a  ( E M A )  p r o g r a m .  
E M A ,  a  n e w  f e a t u r e  o f  R T E - / V ,  
makes it easier to manipulate large 
amounts of  data.  The EMA map is  
i den t i ca l  t o  t he  non -EMA map  a t  
r i gh t  excep t  fo r  the  mapp ing  seg  
men t ,  a  two -page  w indow tha t  i s  
moved th rough phys ica l  memory ,  
in this case part i t ion #2, to access 
t h e  r e q u e s t e d  d a t a .  ( N o t e :  p a r t i  
t i on  #2  i s  a  mo the r  pa r t i t i on  con  
s i s t i n g  o f  p a r t i t i o n s  # 3 ,  # 4 ,  a n d  
#5.  Mother  par t i t ions are  another  
new feature of  RTE-IV.)  

of physical memory to another area of physical mem 
ory containing another program. This context switch 
ing is one of the tasks the operating system performs 
to suspend execution of one program and execute 
another. 

The biggest change to the user map between RTE-III 
and RTE-IV was the removal of most of the operating 
system code from the user map. Fig. 1 shows three 
possible user map configurations. Fig. 2 shows a 
simplified version of the same map. Formerly, operat 
ing system code resided in both the user map and the 
system map, thus reducing the area available for user 
programs. With RTE-IV, the operating system code 
resident in the user map was replaced with a com 
munications area to the executive. Since this area is 
much smaller than the system code itself, the area left 
for the user was greatly increased. The user code area 
was expanded to 54K bytes, which in most cases is 
twice as much as previously available. 

Part i t ion Types 
As can be seen in Fig. 2, the user map is set up to 

point to a partition containing a program and to the 
communication area to the system. Partitions are di 
vided into two types, real-time and background. In 
general there is not much difference between types. 
The distinction was made to increase program dis 
patching speed. For RTE-IV, a new type of partition, 
the mother partition, was created. A mother partition 
is a collection of real-time or background partitions 
united to form one very large program area. This 

scheme of collecting partitions allows RTE-IV to form 
a number of very large partitions, up to nearly two 
megawords, when required for large programs. How 
ever, when a large partition is not required, this mem 
ory reverts to a number of smaller partitions that may 
be used for normal-size programs. These mother par 
titions are typically used for programs that must man 
ipulate a great deal of data. 

Megaword Data  Arrays 
A goal during the development of RTE-IV was to 

give users the ability to execute very large programs, 
larger than the 32 pages of memory available under 
the user map. In analyzing these programs it was 
discovered that, for the most part, the programs are 
large not because of the program code, but because of 
the data declarations. That is, most programs are large 
because of the data to be manipulated, not because of 
the processing that the data undergoes. Thus the 
problem of large programs is mainly one of handling 
vast amounts of data. This problem was addressed in 
RTE-IV by dividing partitions into two parts, one for 
the program and the other for data. This special data 
area is called the extended memory area (EMA). 

Since a program may still access only the 32 pages 
of memory currently enabled under the user map, a 
method was needed to bring into the user's logical 
address space any data required.  This was ac 
complished by creating a window (a minimum of two 
pages) called a mapping segment (MSEC) at the top of 
the user map (see Fig. 2). When the user wants to 
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access a particular data element, a call is made to an 
extremely fast microcoded subroutine. The routine 
finds out which page the element is on, maps that 
page into the user's space, and returns the logical 
address to the program. 

Fig. 3 shows the ease with which even a simple 
FORTRAN program can manipulate very large data 
arrays. The program adds two 30,000-word arrays, 
placing the result in a third array. In Fig. 3a an ele 
ment of array B is accessed by moving the MSEC into 
the EMA area containing array B. In Fig. 3b the MSEC 
is moved to the C array area. The MSEC is moved a 
third time to address the element of the A array where 
the result will be stored. To the user program, it al 
ways appears that the appropriate section of memory 
is accessible. 

Comparing EMA speed to other data segmentation 
schemes that require disc accesses, EMA can easily be 
a thousand times faster when the accesses are random 
in nature. As mentioned in the introduction to this 
article, this speed has allowed RTE-IV to move into 
application areas formerly reserved for large main 
frame systems. Moreover, the large data areas have 
reduced critical path disc use by allowing many oper 
ations, such as sorting and searching, to be done 
completely in memory instead of on the disc. 

Dispatching Programs 
Before a disc-resident program can be executed, a 

partition must be found and a user map built for it. 
This process of determining which program to exe 
cute and which partition to load it into is called dis 
patching. Programs may be assigned to partitions to 
optimize dispatching speed. Otherwise, the system 
will search for the smallest empty partition that is 
large enough to hold the program. To reduce competi 
tion for partitions, RTE-IV provides different types of 
partitions â€” real-time, background, and mother â€” for 
different types of programs. 

Once a free partition is found, the user map is set up 
for loading the program into memory. The user map's 
base page is the first physical page of the partition. 
The next few pages are set up in accordance with the 
program's needs; for example, the system common 
area is mapped only for those programs that need it. 
The remaining pages of the user map are the rest of the 
program's pages. Once this map is set up, a copy of it 
is kept in a special area of the user's physical base 
page that does not get mapped and is therefore not 
accessible by the user program. This copy of the map 
speeds the mapping of I/O drivers to handle inter 
rupts, reduces interrupt latency, and speeds future 
dispatching of the program. 

The dispatching of EMA (extended memory area) 
programs to mother partitions is much more involved 
than the dispatching of normal programs. If a pro 

gram is assigned to a mother partition, or if an EMA 
program is vectored to a mother partition by the sys 
tem, the status of each subpartition must be checked. 
If all of the subpartitions are free or if the programs 
resident in them are swappable, then those subparti 
tions are made unavailable to all programs not as 
signed to them and the necessary swaps are per 
formed. If any program in a subpartition is in an 
unswappable state, the next mother partition of the 
appropriate size is checked. When all the subparti 
tions in a mother partition are empty, the mother 
partition is then available for a program. 

Program contention for partitions is resolved, in 
general, by swapping lower-priority programs to the 
disc to make room for higher-priority programs. 
These swapped programs will be redispatched when 
a partition of the correct type becomes available. A 
program may resume execution in a different parti 
tion from its original one if no specific partition was 
requested. 

EMA programs also contend for mother partitions 
on a priority basis. But how does one swap an EMA 
program of up to two million bytes to the disc? It 
cannot be swapped all at once, because 32 pages is the 
maximum DCPC transfer length. Therefore the swap 
is performed in two parts. The program code area is 
swapped first, and then the EMA data area is written 
to the disc in large chunks, up to 54K bytes long. This 
method provides better disc use and less delay in the 
operating system. A similar procedure is followed 
for the subsequent redispatching of swapped EMA 
programs. 

Program Area 

F T N 4  
S E M A  ( I A R R A V )  

P R O G R A M  E X M P L  
C O M M O N ' I A R R A Y  8 ( 2 0 0 0 0 ) .  A ( 2 0 0 0 0 ) .  C ( 2 0 0 0 0 )  
D O  1 0  1 = 1 , 2 0 0 0 0  

10  A ( I )  =  B ( I )  +  C ( I )  
E N D  
E N D S  

F i g .  3 .  U s e  o f  t h e  t w o - p a g e  m a p p i n g  s e g m e n t  ( M S E G )  t o  
a c c e s s  d a t a  i n  v a r i o u s  l o c a t i o n s  i n  p h y s i c a l  m e m o r y .  T h e  
opera t i ng  sys tem moves  the  MSEG to  the  l oca t i on  o f  each  
desired data element.  To the user program i t  appears that the 
needed sect ion  o f  memory  is  a lways access ib le .  
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Parity Error Fai l -Soft  
Bad memory is a problem faced by all computer 

manufacturers and users. Even the most rigorous test 
ing efforts will not prevent some memory from de 
generating and failing over a period of time. This 
problem is particularly acute in real-time systems 
used for process control or event and sensor monitor 
ing applications, which require continuous opera 
tion. In megaword systems the probability of a mem 
ory failure is much higher than in smaller memory 
systems. To combat this problem, new parity-error- 
handling software was added to the RTE-IV operating 
system to maintain orderly execution of application 
programs. 

Parity errors are automatically detected by the 
computer and cause an interrupt to the operating 
system. The logical address where the failure oc 
curred can be fetched from the computer's violation 
register, but the true physical address must be found 
by looking at that logical address in all four maps. 

RTE-IV looks first to see if the error is in the system 
map. If the parity error is in the operating system, 
further execution with a bad value or a bad instruc 
tion may cause unpredictable errors or catastrophic 
results, so in this case the computer is halted. The 
page number and the logical address of the bad mem 
ory location are displayed in front-panel registers so 
that the bad memory board can be identified and 
repaired. 

If the parity error is not in the system map, the 
DCPC maps are checked next. If the error is still not 
found, the user map is checked. By now the bad loca 
tion should have been identified. If the error was in a 
program partition, the program is aborted and all 
necessary information to locate the bad word of mem 
ory is printed on the system console. In addition, the 
partition is removed from the system so that future 
programs will not encounter the same error. If the 
error is in a subpartition of a mother partition, that 
mother partition is also removed from the system. 

Parity errors not found by this verification process 
are "soft" parity errors. These rare errors are generally 
due to intermittent part failures or sometimes to im 
proper use of user microcode. In any case, the location 
and other information is printed on the system con 
sole to aid the user in detecting the source of the 
failure. The key point is that the system continues to 
operate. 

Memory and I /O Reconf igurat ion 
Over a period of time a system's memory require 

ments may change as bad memory is removed for 
repair or more memory is added to support large 
programs. Input/output (I/O) demands on a system 
may also change because of new programs or changes 
in existing programs. To meet these needs for system 

flexibility, an optional memory and I/O reconfigura 
tion phase was added to the system start-up proce 
dure. 

Memory reconfiguration allows the user to add or 
delete memory and to declare pages of memory to be 
bad. Thus if delays are unavoidable in repairing bad 
memory, the user can inform the operating system of 
the bad areas so these can be avoided. The user may 
also increase or decrease the size and number of pro 
gram partitions. 

I/O reconfiguration allows the user to move 
peripheral I/O cards into any position in the computer 
card cage. This permits device I/O priorities to be 
changed to improve system throughput. Another 
benefit of I/O reconfiguration is the ability to use an 
RTE-IV configured system disc from one system on 
another system of a slightly different configuration, 
provided the two systems have similar equipment. 

New Mult i -User  Features 
In addition to the above features, RTE-IV has many 

new "friendly" aspects. To aid program develop 
ment, the FORTRAN compiler, the assembler, and the 
relocating loader were improved to provide a better 
user interface and to use files for input and output. 
This allows multiple users to execute many copies of 
FORTRAN, the assembler, and the loader at the same 
time. Several individuals may be doing simultaneous 
program development, but each appears to be the sole 
user of the system. 

The file management and terminal handling 
software were also improved so that when commands 
to execute a program are given, an individual copy of 
the program is created for the terminal. This allows 
many users to use what appears to be the same pro 
gram, but each user is automatically using his or her 
own copy. 

User program debugging was greatly improved 
with DBUGR, a new symbolic debug utility. When a 
program is relocated, the user may indicate the au 
tomatic addition of the debug capability to the pro 
gram. When the program is scheduled, it will execute 
under control of DBUGR. DBUGR allows program mod 
ification, tracing, and breakpointing. In addition, reg 
isters and memory may be examined or modified in 
symbolic mode, ASCII mode, octal mode, or in any 
other numeric base. With the new multiterminal 
monitor, any number of users may be debugging with 
DBUGR independently and simultaneously. 
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F-Series Extends Computing Power of 
HP 1000 Computer Family 
by Jul ia  A.  Cates 

HP 1000 COMPUTERS are a modular family of 
powerful general-purpose 16-bit computers that 

feature user-microprogrammable central processing 
units (CPUs) , fast and reliable semiconductor memory 
systems, and HP's broad range of real-time execu 
tive (RTE) operating systems. 

The HP 1000 family began in 1974 with the intro 
duction of the 21 MX Computer,1 later renamed the 
HP 1000 M-Series. Two years later, in 1976, HP an 
nounced the E-Series Computer.2 This implementa 
tion of the HP 1000 architecture couples 30% faster 
technology with a technique of dynamically varying 
the basic machine cycle to provide twice the comput 
ing power of the M-Series. 

In April 1978 a new higher-performance series, the 
F-Series (Fig. 1) was added to the HP 1000 family. 
F-Series Computers combine the basic processing 
unit of the E-Series with dedicated hardware for 
executing floating point instructions and instruction 
set extensions for extremely fast execution of tran 
scendental functions and commonly-used FORTRAN 
operations. Thus the F-Series offers the most compu 
tational power of the HP 1000 Computer family and 
opens up many new applications. Floating-point- 
intensive programs that were compute bound on the 
E-Series Computer will run at least twice as fast on the 
F-Series. The scientific instruction set (see article, 
page 18), which accelerates any programs using 
transcendental functions, makes the F-Series the best 
choice for curve fitting, graphics, and circuit model 
ing programs. Using the F-Series' microprogramma- 
ble floating point processor, the F-Series handles 
many applications that otherwise would require a 
32-bit computer. 

Float ing Point  Processor  
The foremost contribution to the F-Series' compu 

tational capability is the hardware floating point pro 
cessor (FPP). This processor is a hardware implemen 
tation of existing HP 1000 floating point arithmetic 
instructions. The processor performs these floating 
point operations on 32-bit single-precision or 48-bit 
extended-precision operands represented in standard 
HP 1000 floating point number formats. Single- 
precision floating point instructions execute 2Vz to 6 
times faster than the E-Series firmware instructions. 
For example, 32-bit addition, which provides almost 
seven decimal digits of precision, executes in three to 

five microseconds. Multiplication, which makes up 
40% of all floating point instructions in a typical mix, 
is accelerated by special FPP circuits that make it as 
fas t  as  addi t ion  or  subt rac t ion  (Fig .  2) .  The  
extended-precision 48-bit floating point instructions 
furnish more than eleven decimal digits of precision 
and run three to six times faster than the equivalent 
optional microcoded routines run on the E-Series 
Computer. 

Besides executing the standard HP 1000 floating 
point instructions, the floating point processor exe 
cutes user-microprogrammed floating point opera 
tions. Since the FPP communicates with the central 
processor via the microprogrammable processor port 
(Fig. 3), any microprogram can control the FPP. Be 
cause the microprogrammable processor port pro 
vides a direct link to the CPU data bus, data can be 
transferred to the FPP at burst rates up to 5.7 
megawords per second. 

Very efficient use can be made of the FPP through 
microprogramming. Floating point instructions exe 
cuted from software incur memory overhead amount 
ing to as much as 70% of the total instruction time, 
both in fetching the operand from memory and in 
storing the result after the operation has completed. 
Most memory overhead can be eliminated under mi 
croprogram control by overlapping memory accesses 
with floating point operations. The floating point 
processor also has an accumulator, accessible only at 
the microcode level, in which intermediate results 
may be stored for chained calculations. The ac 
cumulator can eliminate the processor overhead re 
quired to store a result in memory before retrieving it 
as an operand for the next FPP operation. Since the 
FPP is peripheral to the central processor, the user 
may access memory and perform any I/O or central 
processor operations while the FPP completes an op 
eration. Overlapped CPU/FPP processing and the 
FPP's accumulator mode can speed up any micro- 
coded floating point calculation. 

The scientific instruction set (see article, page 18) 
dramatizes the increase in computational perfor 
mance that the microprogrammable features of the 
floating point processor make possible. The scientific 
instruction set (SIS) consists of the nine most fre 
quently executed scientific functions (sine, cosine, 
tangent, arc tangent, hyperbolic tangent, base ten 
logarithm, natural logarithm, exponent, and square 
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Fig .  1 .  HP 1000 F-Ser ies  Computers  come in  two  vers ions ,  
one wi th  f loat ing po in t  processor  bu i l t  in ,  and the o ther  wi th  
more memory  and 110 s lo ts  and the FPP in  a  separa te  un i t .  
Bo th  have  h igh-per fo rmance  memory ,  f i rmware  sc ien t i f i c  in  
s t ruct ion set ,  and f i rmware fast  FORTRAN processor .  

root). Microcoded to perform all floating point opera 
tions in the FPP, these instructions are 6 to 24 times 
faster than the E-Series software library functions. 
Also, the algorithms of the SIS have been refined so 
that the SIS provides substantially more accurate re 
sults than the previous functions in software. 

Benchmark  Per formance 
Just how powerful is the F-Series' combination of 

hardware and firmware enhancements? One way to 
measure the performance of computers is to run 
benchmark programs and compare execution times. 
Benchmarks are standardized programs whose 
execution times indicate processing capability. Fig. 4 
displays the results of running benchmarks that in 
volve single and extended-precision floating point 
instructions and single and extended-precision 
transcendental functions. Created by the British Na 
tional Physical Laboratory, these benchmarks are 
compute-bound FORTRAN programs that are de 
signed to measure central processor performance 
rather than software compiler performance. 

The program execution times listed in Fig. 4 indi 
cate that the HP 1000 E-Series Computer has twice the 
processing capability of the M-Series in all four pro 
gram types. Since the hardware of the E-Series CPU is 
only 30% faster than the M-Series hardware, the dou 
bled performance demonstrates the effectiveness of 
the E-Series microinstruction enhancements.3 

Next, consider the benchmark times of the E-Series 
and F-Series computers. The F-Series executes the 

Fig.  2.  Execut ion t imes of  f loat ing 
point instruct ions on the M-Series, 
the E-Series, and the new F-Series 
HP 1000 Computers.  The E-Series 
h a s  a  f a s t e r  C P U  t h a n  t h e  
M - S e r i e s .  T h e  F - S e r i e s  h a s  a  
hardware f loat ing po in t  processor  
and the same CPU as the E-Series . 
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Fig.  3.  In the F-Ser ies Computer,  the f loat ing point  processor 
(FPP)  i s  connec ted  to  t he  ma in  da ta  bus  v ia  t he  m ic rop ro -  
grammable processor port  (MPP).  The FPP contains data and 
control  logic dedicated to f loat ing point  operat ions; i t  re l ieves 
the central processor of the burden of the software or f irmware 
f loat ing point  rout ines formerly used. The F-Series instruct ion 
set includes new f irmware scienti f ic instructions that make use 
of the FPP. 

single and extended-precision floating point pro 
grams 21/2 times faster than the E-Series. Since the 
E-Series and F-Series Computers have the same cen 
tral processor, this speed improvement illustrates the 
power of processing floating point instructions in 
hardware instead of firmware. Most impressive are 
the execution times for the 32-bit transcendental 
functions benchmark program. Here the F-Series is 
almost eight times faster than the E-Series Computer. 
Again, any application can attain a similar increase in 
performance by microcoding f loat ing-point-  
intensive routines to use the FPP. The execution 
times for the 48-bit transcendental functions points 
out that any E-Series program involving the standard 
floating point instructions can execute twice as fast 
on the F-Series. However, when floating-point- 
intensive routines are microcoded, these programs 
run seven times as fast on the F-Series. 

Float ing Point  Numbers 
Before discussing floating point arithmetic, a quick 

review of floating point numbers is in order. Floating 
point numbers consist of a mantissa or fraction mul 
tiplied by two raised to an exponent or power. HP 
1000 single-precision floating point numbers have a 
23-bit-plus-sign mantissa that is multiplied by two 
raised to a seven-bit-plus-sign exponent. Extended- 
precision numbers have a 39-bit signed mantissa and 
the same seven-bit signed exponent. All mantissas are 
normalized, which means they are in the ranges 
[V2, 1) and [â€” 1, -l/z). In addition or subtraction, the 
arithmetic operation cannot take place until the ex 
ponents of the operands are equal. The exponent 
equalization process increments the smaller expo 

nent while shifting right, or halving, the correspond 
ing mantissa until the two exponents are equal. After 
any operation, if the result is not normalized, it is 
shifted left, or doubled, while its exponent is de 
cremented until it is in the proper range. 

This use of the term "floating point" is actually 
improper, since the radix point (decimal point, binary 
point, etc.) is fixed at the left side of the mantissa. An 
unambiguous term for this type of number represen 
tation is "scientific notation." The term "floating 
point" is often used for a free-field number represen 
tation in which the radix point can appear anywhere 
in the field; hence, it "floats." This latter use of "float 
ing point" is common in the handheld calculator 
literature. However, the former use, as described 
above, is common in the computer field, and so it is 
used in the articles in this issue despite the unfortu 
nate potential for confusion. 

FPP Algor i thms 
One of the primary design goals of the floating 

point processor was to implement the operations add, 
subtract, multiply, divide, fix to integer, and float 
from integer with a minimum register and data path 
configuration that would fit on a single printed cir 
cuit board. 

Floating point addition and subtraction algorithms 

F i g .  4 .  C o m p a r a t i v e  p e r f o r m a n c e  o f  t h e  t h r e e  s e r i e s  o f  
HP 1000 Computers  is  shown by  re la t ive  execut ion  t imes o f  
b e n c h m a r k  p r o g r a m s .  A l l  o f  t h e s e  b e n c h m a r k s  a r e  
compute-bound FORTRAN programs that require only a smal l  
amount of memory. The WHETSTONE benchmark was designed 
t o  rep resen t  a  t yp i ca l  FORTRAN p rog ram w i t h  an  ave rage  
f l o a t i n g  p o i n t  m i x .  I t  w a s  c o d e d  i n  F O R T R A N  u s i n g  t h e  
W H E T S T O N E  a l g o r i t h m  c r e a t e d  b y  t h e  N a t i o n a l  P h y s i c a l  
Labora tory  in  Eng land.  The a lgor i thm represents  an  ins t ruc  
t ion mix der ived f rom analys is of  about  one thousand ALGOL 
60 programs. WHETSP and WHETDP are single-precision and 
extended-precision versions of this benchmark. The TRANSSP 
and  TRANSDP benchmarks  per fo rm t ranscenden ta l  ca lcu la  
t ions; the is the single-precision version and TRANSDPÃS the 
extended-prec is ion vers ion.  They make extens ive use of  the 
square root ,  s ine,  cos ine,  arc  tangent ,  and exponent ia l  func 
t ions in  the F-Ser ies sc ient i f ic  inst ruct ion set .  FLOATSP and 
FLOATDP perform FORTRAN floating point calculations; FLOATDP 
is  the extended-prec is ion program.  
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involve shifting mantissas right to equalize expo 
nents, adding or subtracting mantissas, and then 
shifting the result left to normalize it. Thus the 
minimum hardware configuration had to include 
bidirectional shift registers and arithmetic logic units 
(ALUs). In light of this requirement, the subsequent 
algorithm investigation focused on multiplication 
and division algorithms that consist of sequences of 
shift cycles and arithmetic cycles. 

The multiplication algorithm shifts over strings of 
zeros and ones while detecting and correcting for 
isolated zeros or ones. To understand what this 
means, first consider the simplest type of multiplica 
tion. The two operands, the numbers to be multiplied, 
are called the multiplier and the multiplicand. The 
simplest multiplication algorithm scans the multi 
plier and adds a copy of the multiplicand to the par 
tial product at each "1" bit position of the multiplier. 
Observe that a bit  pattern in the multiplier of 
...100001... is equivalent to multiplying by 2n+5 + 2n. 
Also, ...0111110... is equivalent to 2n+4 + 2n+3 + 2n+2 
+ 2n+1 + 2n or, more importantly, 2n+5 - 2n. Note that 
one addition and one subtraction can replace four 
additions. Since any multiplier can be reduced to 
strings of ones and zeros, multiplication can be a 
process of add or subtract cycles and shift cycles. FPP 
shift cycles take only 50 nanoseconds while arithme 
tic cycles take 125 nanoseconds, so the goal in design 
ing the algorithms was to perform as few ALU cycles 
as possible. 

With this in mind, what happens in the sequence 
...0001000...? If the lone one is treated as a string, the 
above method dictates 2n+1 - 2n, or one addition 
and one subtraction. Obviously, one addition should 
suffice. However, if a history bit4 is used to indicate 
the type of string that is being shifted over, the iso 
lated bit can be detected, and the single addition will 
be performed. 

Since the multiplication algorithm calls for an 
arithmetic cycle only at the start and the end of strings 
and once at isolated bits, the processor will never 
perform two consecutive arithmetic cycles. Thus, 
arithmetic cycles are always followed by shift cycles. 
Also, each arithmetic cycle includes a shift operation. 
This means that each time a partial product passes 
through the arithmetic circuits, it is shifted twice (see 
Fig. 5). The FPP accomplishes this double shift in 
stantly, by means of multiplexers at the output of the 
arithmetic circuitry. With the multiplexers, every 
arithmetic cycle eliminates two shift cycles. This is a 
key factor in the speed of the new F-Series floating 
point processor. 

Since the bit sequence of the multiplier dictates the 
sequence of arithmetic and shift cycles, every opera 
tion of the multiplication process can be predicted at 
the start of the process. Therefore the FPP initiates the 

next operation while the current cycle is completing. 
This look-ahead technique and the double-shifting 
multiplexers make typical multiplication execu 
tion times almost as fast as addition times. 

The division algorithm, as in multiplication, shifts 
over strings of ones or zeros and adds or subtracts the 
divisor to or from the dividend. However, unlike mul 
tiplication, there are no look-ahead techniques for 
reducing the number of cycles required to form the 
quotient. Also, since division algorithms form a one's 
complement version of the quotient, negative quo 
tients have to be incremented to the two's comple 
ment form after the division process. Most hardware- 
implemented two's complement algorithms do not 
round quotients properly, since the remainder is 
thrown away. However, the FPP develops one extra 
quotient bit, which is the bit to the right of the least 
significant bit (LSB). Using this bit and the negative 
quotient correction cycle, the FPP always rounds the 
quotient correctly. 

Not only are the results of division rounded prop 
erly, but also the results of addition, subtraction, mul 
tiplication and fix-to-integer are checked for round 
ing. The round circuitry (see box, page 16) uses three 
guard bits, which represent the three bits just to the 
right of the LSB, and a sticky bit, which indicates if 
there are any ones to the right of the guard bits. The 
sticky bit is set by any ones that are right-shifted out of 
the guard bits. Since the least significant bit position 
depends on the precision of the operation, multiplex 
ers are used to shift the appropriate LSB into the 
guard bit register on shift operations. Other multi- 

sample Multiplier 
1 . 0 0 0 1 1 1 0 0 0 1 1 0 0 1 1 0 0 1 0 1 0  

t  

â€¢ 
First Cycle. Assume User 
Has Been Shifting over Zeros. 
String of O's, Shift 

Isolated 1,  Add and Shift  Twice 
â€” Isolated 1, Add and Shift Twice 

Continue String of O's, Shift 
Start String of 1's, Subtract and Shift  Twice 

Start String of O's, Add and Shift Twice 
Start String of 1's. Subtract and Shift  Twice 

Start String of O's, Add and Shift Twice 
â€” Continue String of O's, Shift 

â€” Start String of 1's, Subtract and Shin Twice 
Continue String of 1's, Shift 

Start String of O's, Add and Shift Twice 
â€” Continue String of O's, Shift 

Start String of 1's, Subtract and Shift Once. Last Cycle. 

Fig .  5 .  F loa t ing  po in t  mu l t ip l i ca t ion  in  the  F-Ser ies  f loa t ing  
point  processor executes almost  as fast  as addi t ion.  The mul  
t ipl icat ion algori thm cal ls for an ar i thmetic operat ion (addit ion 
or subtract ion) only at the start and end of a str ing of zeros or 
ones this at isolated ones in the multiplier. As shown here for this 
samp le  mu l t i p l i e r ,  t h i s  means  tha t  each  a r i t hmet i c  cyc le  i s  
fo l lowed by  two sh i f t  cyc les .  In  the  FPP th is  doub le  sh i f t  i s  
per formed by hardware mul t ip lexers,  thereby e l iminat ing the 
sh i f t  cyc les and sav ing a great  deal  o f  t ime.  
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F-Series Rounding Techniques 
To minimize error  propagat ion in a f loat ing point  calculat ion,  

e a c h  a s  p o i n t  o p e r a t i o n  m u s t  p r o d u c e  r e s u l t s  t h a t  a r e  a s  
accura te  as  poss ib le .  Some opera t ions  genera te  resu l t s  tha t  
have more than 23 or 39 bits. For instance, mult ipl icat ion of two 
23-b i t  mant i ssas  genera tes  a  46-b i t  p roduc t .  The  excess  b i t s  
a re  used  to  dec ide  whether  to  t runca te  o r  round  the  resu l t  to  
f o r m  a  p r o p e r - l e n g t h  m a n t i s s a .  R a t h e r  t h a n  u s e  e x p e n s i v e  
doub le - l eng th  reg i s te rs ,  t he  HP 1000  F -Ser ies  f l oa t i ng  po in t  
processor (FPP) holds information about the extra bits in a single 
four-bi t  register (Fig.  1).  

Th i s  round ing  i n fo rma t i on  reg i s te r  ho lds  t h ree  gua rd  b i t s ,  
which represent the three bits to the r ight of the result ing mantis 
sa 's  least  s igni f icant  b i t  (LSB).  The round decis ion a lso uses a 
sticky bit that indicates whether there are any 1 's in the bits to the 
r ight  of  the guard b i ts .  

The round dec is ions  fo r  pos i t i ve  and negat ive  operands  d i f  
fe r .  one .  operands  a re  rounded i f  the  f i r s t  guard  b i t  i s  a  one .  
Negative operands are rounded if  the f irst guard bit is a one and 
there bit. one more one in the bits to the right of the first guard bit. 

Al though the FPP maintains a single round register,  rounding 
information Â¡s routed to the register in four ways. First of al l, as 
operands are shifted right, the bit from the LSB position Â¡s shifted 
in to the round regis ter .  S ince the LSB posi t ion depends on the 
precision of the f loating point operation, mult iplexers are used to 
shif t  ei ther the twenty-third or thir ty-ninth bi t  into the f i rst  guard 
bit. 

A ref inement is made on the shif t -r ight-mult iplex-LSB process 
in  the  sub t rac t ion  case ,  where  the  sub t rahend  i s  undergo ing  
exponent equal izat ion. In subtract ion, s ince the subtrahend Â¡s 
complemented and then added to the minuend,  the subtrahend 
bi ts  enter ing the round register  have to be complemented.  One 
method of  forming the two's  complement  of  a  b inary number is  
to star t  at  the r ight  end of  the number and move lef t  unt i l  a 1 is 
encountered, leaving al l  zeros as they are, then taking the one's 
complement of all the bits to the left of the first 1 . When the first 1 
is encountered, the FPP sets a latch that causes al l  succeeding 
b i ts  to  be complemented.  In  th is  way,  the  round reg is ter  e f fec  
t i ve ly  ma in ta ins  a  complemented  subt rahend.  

Mult ip l icat ion sets up the round register in a th i rd way. Since 
the partial product is shifted twice to the right during ALU cycles, 
t he  two  LSBs  mus t  be  l oaded  i n to  t he  round  reg i s te r .  Aga in ,  
b e c a u s e  t h e  L S B  p o s i t i o n  d e p e n d s  o n  t h e  p r e c i s i o n  o f  t h e  
operat ion,  a second set  of  mult ip lexers Â¡s used to sort  out  the 
proper  LSBs for  the round reg is ter .  

In  con t ras t  to  the  above  opera t ions ,  d iv is ion  uses  d i f fe ren t  
information in i ts rounding decision. I ts decision is based on the 
sign of the quotient and the first guard bit so the division process 
develops one ext ra quot ient  b i t ,  which Â¡s loaded in to the f i rs t  
guard bi t .  Af ter  the quot ient  and round register  are adjusted for  

mantissa overflow or normalization, the quotient Â¡s rounded if the 
f i rst  guard bi t  is  a 1.  

Mult iplexer 
P r o v i d e s  2  L S B s  2 " d  

of  Part ia l  Product  
During Mult iply  

A L U - D o u b l e  1 s t  
Shif t  Cycles 

Round 

Fig.  1.  F loat ing point  processor rounding c i rcui ts .  Depending 
on the operat ion, rounding information Â¡s set up in the round 
reg is ter  in  four  ways:  the least  s ign i f icant  b i t  may be sh i f ted 
into the round register  through a mul t ip lexer,  subtrahend bi ts  
m a y  b e  c o m p l e m e n t e d  a s  t h e y  a r e  s h i f t e d  i n t o  t h e  r o u n d  
register,  two part ia l  product bi ts may be loaded into the round 
register, or a quotient bit  may be loaded into the f irst guard bit  
of  the round register .  

plexers route appropriate least significant bits of the 
partial product to the round register during multipli 
cation. Thus in all operations, the round circuits 
maintain sufficient information to properly round 
floating point results. 

Control of floating point operations is directed from 
a state machine of 60 states. Since all of the FPP 
operations are sequential, a state machine, in which 
control flows from one state to the next, is the best 
implementation. To make ALU cycles and shift cycles 
as short as the hardware circuits permit, the state 

machine consists of shift registers clocked at 40 MHz. 
Thus, a particular state is active for only 25 ns. It turns 
out that a state machine implementation, in which 
control flows only in a distinct pathway, makes most 
FPP component failures easy to troubleshoot despite 
the complicated processes some operations demand. 

Impact  on  System Envi ronment  
A major design goal for the floating point processor 

was compatibility with existing software. To help 
achieve this goal, the FPP preserves the floating point 
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number representations and instruction formats of 
the HP 1000 Computer. To minimize control store 
requirements, the F-Series microcode required for all 
of the standard FPP instructions resides in the control 
store module that holds the firmware 32-bit floating 
point instructions on the E-Series Computers. Thus, 
since the F-Series is able to maintain the 32-bit in 
struction codes, programs using these instructions 
run on the F-Series without being recompiled or even 
reloaded into the user's software system. 

However, since the F-Series provides new instruc 
tion codes for extended-precision instructions, pro 
grams written for the M- and E-Series Computers that 
use extended precision must be reloaded in the user's 
software system environment before these programs 
can be executed (the loader generates the machine 
code that is actually executed). However, these pro 
grams need not be recompiled, because they use the 
same calling sequences as the E-Series instructions. 
Similarly, programs using the scientific instruction 
set must be reloaded into the system. 

A major problem in adding hardware to a system, 
especially from the product support viewpoint, is the 
incremental complexity in tracking down system 
failures to a failing component. The project team paid 
particular attention to this area in designing the float 
ing point processor. The software diagnostic exer 
cises every logic circuit pathway and calculates each 
result using a software simulator. The diagnostic 
checks each type of bit pattern that can be input to the 
processor using direct and indirect memory refer 
ences for operands. The firmware module for the 
standard f loat ing point  instruct ions contains 
special-purpose microcode that the diagnostic uses to 
direct accumulator or expanded exponent operation 
tests. The scientific instruction set resides in two 
firmware modules, and the diagnostic is able to iso 
late SIS firmware errors to the particular failing mod 
ule. As a measure of the complexity of operations 
possible with the FPP and of the effectiveness of the 
diagnostic, one pass of the diagnostic involves 
1,000,000 different floating point operations. 

Besides providing a software diagnostic to pin 
point FPP failures, the F-Series has firmware tests 
written in microcode that verify FPP and SIS installa 
tion. These tests, which are run from the computer's 
front panel, verify that the FPP firmware modules are 
installed, that the FPP has power, and that the FPP- 
CPU interface cable is operational. 

What happens when failures occur in the operating 
system environment? The firmware for the standard 
floating point instructions is able to detect major FPP 
failures, such as loss of power or interface cable, and 
report these failures to the RTE operating system. RTE 
handles these failures in the same way it responds to 
memory parity errors. When FPP errors are detected, 

RTE aborts the program using the FPP and reports to 
the system console the name of the program that was 
aborted, the instruction of the failed FPP operation, 
and its memory address. This protects the user from 
accepting invalid results from a failing FPP. 
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Microcoded Scientific Instruction Set 
Enhances Speed and Accuracy of F-Series 
Computers 
by Char les  R.  Geber  

THE SCIENTIFIC INSTRUCTION SET of HP 1000 
Computers consists of nine transcendental func 

tions that find extensive use in scientific and en 
gineering applications. These functions are sine, 
cosine, tangent, arc tangent, exponential, square 
root, natural and common logarithms, and hyper 
bolic tangent (SIN, COS, TAN, ATAN, EXP, SQRT, ALOG, 
ALOGT, and TANH). In earlier HP 1000 Computers, 
these functions have been offered as software library 
routines. In the new F-Series, they have been micro- 
coded, making them part of the computer's standard 
instruction repertoire and therefore directly acces 
sible by FORTRAN, BASIC, and assembly language 
programs. Microcode implementation, taking advan 
tage of the computational capability of the F-Series' 
floating point processor (see article, page 12), pro 
vides dramatic increases in speed and accuracy over 
the corresponding software routines. 

The increase in execution speed provided by mi- 
crocoded algorithms can be attributed to two factors. 
First, the access time of the microcode control store is 
far less than that of the main memory, where macro 
(software) instructions are stored. Second, the execu 
tion of microinstructions takes place at a much higher 
rate than that of macroinstructions. The new scien 
tific instruction set provides a 6-to-24-fold improve 
ment in execution speed over the equivalent software 
routines, enabling the F-Series Computer to equal the 
performance of many large mainframe computers in 
the execution of these functions. 

In the evaluation of transcendental functions, finite 
algorithms are used to approximate the function val 
ues. Such algorithms usually trade off execution 
speed for accuracy. Because microprogramming 
makes this trade-off less apparent, the new scientific 
instruction set achieves significant performance in 
both of these categories. 

Algor i thm Speed Opt imizat ion 
Various algorithms for the SIS (scientific instruc 

t ion set)  functions were f irst  implemented in 
software. After the assembly-language versions had 
run successfully, the flowchart was implemented in 
microcode. In this conversion, algorithm steps were 
sometimes modified or reordered to take advantage of 

hardware capabilities available only to the micro 
program. For example, a combination of logical and 
shift functions in one microinstruction could often 
replace two or three software steps. 

The software simulation made it easier to debug the 
algorithms and provided an early indication of accu 
racy and relative speed for competing strategies. 
Evaluation of the software trials indicated several 
techniques for algorithm speed optimization. One 
important technique is computation step minimiza 
tion. A simple reorganization of a formula can often 
lead to a significant decrease in execution time. For 
example, the definition of the TANH function is usu 
ally stated as: 

TANH(X) = I D  

Since the EXP function is included in the SIS, the 
TANH routine could be implemented by a literal appli 
cation of equation 1. However, this would involve 
two calls to the EXP function, each requiring about 45 
microseconds. 

An equivalent form of equation 1 can be found by 
multiplying the numerator and denominator of the 
right-hand side by ex, yielding: 

TANH(X) = 
-  1  

(2) 

With equation 2, only one call to EXP is required. 
One addition, one subtraction, and one division will 
then yield TANH(X). 

Func t ion  domain  segmenta t ion  i s  ano ther  
technique for optimizing the speed of an algorithm. 
Often the algorithm can be greatly simplified over 
certain segments of the function's domain. In the case 
of TANH (see equation 1), for large positive values of X 
the leading terms of both numerator and denominator 
will dominate, and TANH(X) will approach +1. Simi 
larly, for large negative X the function value will 
approach -1. For a given large X, the error in ap 
proximating TANH(X) by 1.0 is simply i-TANH(X). 
When this error becomes less than the achievable 
precision in computing equation 1, the approxima 
tion is acceptable. For the single-precision number 
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representation used in the SIS, a lower bound of 
ABS(X)>8 was determined, where ABS(X) is the absolute 
value of X. Therefore, the microcode first segments 
the domain of TANH into the areas ABS(X)=s8 and 
ABS(X)>8, and applies the extremely simple algorithm 
TANH(X) = 1*SIGN(X) to the latter case. Function do 
main segmentation is also applied to error reduction, 
as described later. 

Processor Overlap 
Microprogramming techniques were also applied 

in the design of the SIS to achieve maximum compu 
tation speed. The most significant contribution 
comes from efficient use of the processing overlap 
capability of the central processor (CPU) and the float 
ing point processor (FPP). The sequence of microcode 
operations necessary to perform a floating point cal 
culation with the FPP is: 
1. Send opcode (add, multiply, etc.) to FPP 
2. Send FPP start signal 
3. Send operands to FPP 
4. Wait for FPP completion signal 
5. Retrieve answer from FPP. 

The time spent in the fourth step is determined by 
the FPP hardware and is a function of the desired 
operation and precision. The actual time of FPP 
execution varies between 0.6 and 5 microseconds for 
functions required by the SIS. FPP completion is de 
termined by repeatedly testing a flag from the FPP. 

While the FPP is computing, the CPU of the 
F-Series Computer is free to accomplish other compu 
tation tasks for the SIS. It is in this waiting period that 
the SIS microcode gains its major speed advantage 
over its software counterpart. Operations performed 
in the SIS during FPP execution include coefficient 
generation, subroutine linkage, and algorithmic deci 
sion making. 
Coefficient generation. Polynomial coefficients are 
generated with immediate micro-operations. In gen 
eral, six microinstructions (1.05 microseconds) are 
required per coefficient. Since SIS algorithms typi 
cally contain four to six coefficients per function, 
processor overlap contributes a 10-15% speed en 
hancement for coefficient generation alone. It should 
be noted that these coefficients could be stored in 
main memory and fetched when needed, signifi 
cantly reducing the length of the SIS microcode. The 
disadvantage of this technique is that the SIS func 
tions would no longer be directly callable from FOR 
TRAN, but would have to link via assembly language 
subroutines. The desire for maximum performance 
(and the availability of microcode space) prompted 
the decision to microcode the generation of coeffi 
cients. 
Subroutine linkage. The F-Series processor allows a 
nesting of three levels of subroutines. Microsub- 

routines, like their software counterparts, reduce the 
overall code requirements by consolidating re 
peatedly performed functions. With both software 
and firmware subroutines, however, the call and re 
turn linkage to the routines adds an execution over 
head that usually results in longer overall execution 
times compared to in-line coding. By handling this 
linkage while the FPP is processing, the SIS is able to 
conserve code space with virtually no performance 
degradation. 
Algorithmic decision making. The SIS often per 
forms branching within the algorithms, based on the 
initial operand or intermediate results. Such deci 
sions, which may require several microseconds of 
computation, are performed in the FPP execution in 
terval and a flag is then set to indicate the result of the 
decision. After the current FPP operation has com 
pleted, the flag can be quickly tested and the al 
gorithm continued via the appropriate path. 

Accumulator  Operat ions 
One of the extremely useful features of the F-Series 

floating point processor is its accumulator-mode op 
eration. In this mode, the FPP can use the result of a 
previous operation as one (or both) of the operands for 
a successive calculation. Thus, to evaluate the ex 
pression: 

X = A(B+C) (3) 

the microcode would first instruct the FPP to add B to 
C, leaving the result in the FPP accumulator. This 
value would then be multiplied by A, the answer 
retrieved by microcode, and stored in x. The key point 
is that the intermediate result (B+C) need not be re 
trieved; thus the multiplication is accomplished by 
sending only one operand to the FPP. For single- 
precision operands, it takes 350 nanoseconds to trans 
fer a value between the CPU and the FPP. Thus in 
equation 3,  accumulator  operat ion saves 700 
nanoseconds. In a chain of several calculations the 
execution-time savings can be quite significant. 

To use this calculation mode effectively, SIS al 
gorithms had to be put into a suitable algebraic form. 
Consider the general polynomial: 

P  =  C  +  + C2X2 + C3X3 (4) 

Equation 4 can be rearranged to form a new but equiv 
alent value: 

P = C0 + X(C, + X(C3X + C2)) (5) 

Equation 5 is ideal for accumulator chained calcula 
tion. After the initial two-operand calculation of C3X, 
each successive computation uses the result of the 
preceding one as an operand. 
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Fig .  1 .  Execu t ion  t imes  fo r  sc ien  
t i f i c  f u n c t i o n s  f o r  t h e  H P  1 0 0 0  
E-Ser ies andF-Ser ies processors.  
B o t h  c o m p u t e r s  h a v e  t h e  m i -  
c r o c o d e d  f a s t  F O R T R A N  p r o c e s  
s o r  a n d  h i g h - p e r f o r m a n c e  m e m  
ory.  The F-Ser ies has the new mi-  
crocoded scienti f ic instruct ion set. 
T imes  fo r  each  func t ion  a re  aver  
aged over  a range of  typ ica l  input  
v a l u e s .  T h e  e x c e p t i o n a l  p e r f o r  
mance increases for TAN and ATAN 
are  due  p r imar i l y  to  an  a lgor i thm 
c h a n g e  f r o m  C h e b y c h e v  p o l y n o  
mials to rat ional forms. 

The combination of these speed enhancement 
techniques results in extremely fast execution times 
for the SIS functions. Fig. 1 compares the speed of the 
HP 1000 F-Series SIS to E-Series software execution 
of transcendental functions. The exceptional perfor 
mance increases of 20 and 24 times in TAN and ATAN 
are results of the speed enhancement techniques just 
described and of algorithm changes. The earlier 
software routines approximated these functions 
using Chebychev polynomials, while the new SIS 
approximates all of the transcendental functions 
using ratios of polynomials of the type shown in equa 
tion 5. 

Accuracy  Enhancement  
In addition to the design objective of fast execution 

speed, the SIS is required to produce results with the 
high level  of  accuracy needed in engineering and 
scientific applications. One key contribution to this 
goal came from the field of numerical analysis, in the 
area of coefficient optimization. 

As stated earlier, the SIS evaluates transcendental 
functions using rational forms (ratios of two polyno 
mials). A FORTRAN program was used to calculate 
the coefficients that would yield the best approxima 
tion. Using Remes second algorithm,1 the program 
first inputs the desired polynomial degrees and the 
domain of the approximation. Coefficients are then 
calculated to produce the least  maximum relat ive 
error over the approximation interval. Relative error 
is defined as: 

RE = 
(Actual value) - (Approximated value) 

Actual Value 
( 6 )  

Increasing the polynomial degree will give a better 
curve fit and hence more accurate results, but the 
additional terms will obviously increase the execu 
tion time of the final algorithm. Relative error can also 
be thought of in terms of the number of correct bits in 
the final SIS answer. The proper trade-off occurs 
when the relative error of the approximation is about 
equivalent to the precision of the floating-point man 
tissa representation, which for the SIS is 23 bits, or 

about seven decimal digits. 
The polynomial coefficients calculated by the 

FORTRAN program were used in the software al 
gorithm simulations, and finally microcoded into the 
SIS. 

Reduct ion Rout ine 
The rational polynomial approximations just de 

scribed are optimized over a given interval. For func 
tion domain values outside this region, the approxi 
mation's relative error will typically be excessive. 
Fig. 2 shows the relative error for the polynomial 
approximation of a trigonometric function such as 
SIN(X). 

From Fig. 2, it's obvious that the polynomial P(X) 
has been optimized over the interval (-ir/4, irl4). 
Therefore, before SIN(X) can be calculated, the value X 
must first be mapped into this region. After the 
polynomial is evaluated using this new value, a cor 
rection factor is applied to reflect the mapping. 

The process of mapping x into this interval is called 

Accuracy of  P(x)  

(Acceptable 
Error 

Region 

Fig.  2 .  The new sc ient i f ic  inst ruct ion set  approx imates sc ien 
t i f ic funct ions using rat ios of polynomials. The approximations 
are  va l id  over  a  g iven in te rva l ,  and ou ts ide  th is  in te rva l  the  
relative error is excessive. This is a typical relat ive error curve 
for an approximation valid over the interval -~irl4, ir!4. Before a 
func t ion  can  be  computed ,  i t  mus t  be  mapped in to  the  va l id  
reg ion,  a  process ca l led  reduct ion.  

2 0  
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Fig.  3.  Rms relat ive errors for  the 
new sc ien t i f i c  ins t ruc t ion  se t  and 
t h e  e q u i v a l e n t  s o f t w a r e  l i b r a r y  
r o u t i n e s ,  R m s  e r r o r s  w e r e  c o m  
puted for  severa l  thousand points  
d is t r ibuted over a typical  range of  
i npu t  va lues .  No te  tha t  t he  p rec i  
s i o n  o f  a n  i n d i v i d u a l  s i n g l e -  
p r e c i s i o n  n u m b e r  i s  a b o u t  
1 x 10 ~7. The marked accuracy in 
crease for SIN and TAN is the result 
of  an enhanced reduct ion rout ine.  
Although the high-speed SIS ATAN 
algor i thm resul ts in s l ight ly poorer 
e r ro r  pe r f o rmance ,  t he  resu l t an t  
rms  re la t i ve  e r ro r  i s  c lose  to  the  
floating point precision, and thus is 
cons idered acceptab le .  

reduction. A reduction subroutine in SIS performs 
this function for SIN, COS, TAN, and EXP. The general 
formula for reducing x is given by: 

R(X) = X-KC (7) 

where c = 7r/2 for SIN, COS, TAN, and C = 2/ln(2) for EXP. 
K is chosen to place R(X) within the valid approxima 
tion region. The reduced value R(X) is then applied to 
the approximation polynomials. 

There are two situations where the reduction pro 
cess can drastically alter the accuracy of the final 
result. The first occurs when the input value falls near 
a multiple of C. For example, suppose it is desired to 
compute SIN (53.4). In this and the following example, 
we wil l  assume that  the single-precision f loat ing 
point format used by the SIS contains seven signifi 
cant decimal digits. 

Equation 7, with c = Tr/2 and K = 34, yields: 

Rl(53.4)  =  (53 .40000)  -  (53 .40708)  =  - .0070800 (8)  

The exact  reduced value using ten decimal digi ts  
would have been: 

R2(53.4)  = (53.40000) -  (53.40707512) = - .00707512 (9)  

Applying Equation 6 to find the relative error in Ri(X): 

RE = 
- . 0 0 7 0 7 5 1 2 - ( - . 0 0 7 0 8 )  

- . 0 0 7 0 7 5 1 2  
=  -  . 0 0 0 6 9  (10) 

The number of accurate bits left in Ri(X) is equal to 
â€” log2(RE) = 10. Thus, even before the approximating 
polynomial is applied, the final answer is doomed to 
contain no more than three accurate digits. 

A similar problem occurs when large values are 
reduced. If we wish to compute SlN(igooo), the reduc 
tion with K = 12096 and c = 77/2 becomes: 

R3(19000)  = (19000.00)  -  (19000.35)  =- .3500000 (11)  

The exact value using ten decimal digits would have 
been: 

R4(19000) = (19000.0) -  (19000.35237) = - .35237 (12) 

The relative error in R3 is found to be: 

- . 35237  - ( - . 35 )  
R E  =    =  . 0 0 6 7  

- .35237 
(13) 

The relative error in equation 13 corresponds to 
seven remaining bits of accuracy. Thus SIN(19000) 
would contain at best two accurate decimal digits. 

To eliminate these large relative errors from the 
reduction routine, the SIS firmware simply extends 
the  prec is ion  of  the  reduct ion  opera t ion .  The  ex  
tended precision format of the FPP provides an addi 
tional 16 bits in the mantissa, yielding a precision of 
about 11 decimal digits.  The accuracy loss of 4-5 
decimal digits in the previous examples would still 
leave the reduced R(X) with as many significant digits 
as the original X. 

The use of  increased precision in the reduction 
routine adds about two microseconds to the function 
execution time, but the exceptional increase in over 
all accuracy is well worth the cost. It should be noted 
that floating point values in the extended precision 
format require three 16-bit quantities instead of two. 
Thus, in software, the relative increase in execution 
time resulting from this technique would be higher 
because of the memory access overhead. The micro- 
coded SIS, however, stores the intermediate result in 
high-speed CPU scratchpad registers, and therefore 
suffers only a minor speed penalty to achieve the 
greatly improved accuracy. 

Funct ion Domain  Segmentat ion  for  Accuracy  
Referring back to the definition of TANH(X) in equa 

tion 2, it can be seen that for small values of X the 
quantity ex will be close to 1.0, so the subtraction in 
the denominator wil l  result  in the cancellat ion of  
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many significant bits of accuracy. 
To correct this situation, the domain of TANH(X) is 

once again segmented to eliminate an interval of X 
values from the algorithm expressed in equation 2. 
Relative error analysis indicates that for ABS(X) <0.5 
the cancellation in the TANH algorithm becomes ex 
cessive. Therefore, for values of x in the range (-0.5, 
0.5) the SIS TANH routine uses a separate rational 
polynomial that is optimized over this interval. Thus 
the SIS microcode segments the domain of TANH 
twice: once to maximize the computation speed, and 
again to maintain a high level of accuracy in the 
result. 

Fig. 3 indicates the accuracy enhancement of the 
SIS over the corresponding software library routines. 
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F E A T U R E S :  
â€¢  H igh  pe r fo rmance  fo r  computa t ion  in tens ive  app l i ca t i ons  i s  p rov ided  by  a  

comb ina t ion  o f  a  h igh -speed  cen t ra l  p rocessor ,  a  h igh -speed  f l oa t ing  po in t  
processor,  and a new set of  instruct ions that speed up processing in scient i f ic  
and industr ia l  computer appl icat ions. 

â € ¢  T h e  f l o a t i n g  f l o a t i n g  p o i n t  p r o c e s s o r  i s  d e d i c a t e d  t o  f l o a t i n g  p o i n t  
operat ions.  The processor works wi th both s ingle-  precis i  o n (32-bi t )  and ex-  

6.2 microseconds.  
â€¢ The ext remely  ins t ruc t ion set  is  a  set  o f  n ine ins t ruc t ions for  ex t remely  las t  

computat ion of  t r igonometr ic  and logar i thmic  funct ions.  SIN(X) .  lo r  example,  
requires less than 52 microseconds.  

â€¢ The accelerates FORTRAN processor is a set of instructions that greatly accelerates 

at  hardware speed.  
â € ¢  P o w e r f u l  H P  1 0 0 0  a r c h i t e c t u r e  a n d  b a s e  i n s t r u c t i o n  s e t  f e a t u r e  v a r i a b l e  

i s  s t a n d a r d :  6 4 K  b y t e s  i n  t h e  2 1 1 1 F ,  1 2 8 K  b y t e s  m  2 1 1 7 F .  F a u l t  c o n t r o l  
capabil i ty is optional. 

â€¢ Dynamic mapping system, opt ional in 21 11F. standard in 21 17F, provides for 
access ing up to  2  megabytes of  memory (1 .8  mi l l ion bytes wi th  fau l t  cont ro l )  
in  2117F computer  p lus extender .  

â€¢ High-speed d i rect  memory access is  avai lab le v ia  the dual -channel  por t  con 
t ro l ler ,  wi lh t ransfer  rates up to 2 3 mi l l ion bytes per second. 

â€¢  Fu l l y  use r  m ic rop rog ram ma b le  comp le te  m ic rop rog ramming  suppor t  so f i  

to the microprogram mer 

2111F,  w i th  space  fo r  up  to  640K by tes  o f  memory  and  n ine  I /O  channe ls  in  

21 17F, with space for up to 1 280K bytes of memory and fourteen I/O channels, 
in  I7 ' . i  i nches  o f  pane l  space 

â€¢ Auto bootup and remote program load capabi l i ty .  
â€¢ Self  test  for CPU and memory. 
â€¢ Disc loader program, contained in non-volat i le read-only memory, is Slandard 

CENTRAL PROCESSOR: The central  processor is  microprogram control led and is 
a lso microprogrammable.  Microprogrammabihty fu l ly  sof tware supported.  

A D D R E S S  S P A C E :  6 5 , 5 3 6  b y t e s .  2 , 0 9 7 . 1 5 2  b y l e s  w i t h  d y n a m i c  m a p p i n g  s u b  
system (DMS).  

WORD SIZE: 16 bus.  

S P E C I F I C A T I O N S  
H P  1 0 0 0  F - S e r i e s  C o m p u t e r s  

High-Perforr 

High-Performanci 
Fault Control 
Memory 

3 (Al l  cycle t imes ir  
Cyc le  

Read w/o DMS 
Read w/DMS 

Write 
Refresh 

R e a d  w o  D M S  
Read w/DMS 

Write 
Refresh 

BASE index INSTRUCTIONS: 156 standard inst ruct ions inc lud ing index regis ter  

FORTRAN inst ruct ions,  p lus 38 dynamic mapping inst ruct ions (HP 2117F).  
DATA REGISTERS:  2  accumula tors .  2  index reg is ters .  
IN IT IAL  B INARY LOADERS:  ROM res iden ! ;  capac i t y  o f  fou r  64-word  p rograms 

cal lable f rom operator panel.  Computer can be conf igured for forced cold load- 

SELF-TEST:  Automat ic  les ts  o f  CPU and memory operat ing condi t ion.  Executed 
on co ld  power-up and whenever  operator  panel  IBLTEST swi tch is  pressed.  

rupt:  pr ior i ty deter 
INPUT 'OUTPUT:  

INTERRUPT STRUCTURE: Mul t i level  vectored pr ior i ty  i r  

I 'O SYSTEM SIZE:  
H P 2 1 1 1 F  H F  

S t a n d a r d  I ' O  C h a n n e l s  9  
W i t h  o n e  e x t e n d e r  2 5  
W i t h  t w o  e x t e n d e r s  4 1  

M E M O R Y  S Y S T E M S  
TYPE:  4K and 16K N-channel  MOS semiconductor  RAM. 
WORD SIZE: 16 b i ts  p lus panty b i t .  

Avai lable in 32K and 12BK-byie modules.  
PAGE SIZE:  2.048 bytes 
A D D R E S S  S P A C E :  6 5 , 5 3 6  b y t e s  w i t h o u t  D M S :  2 . 0 9 7 . 1 5 2  b y t e s  w i t h  D M S  

< 2 1 1 1 F a n d 2 1 1 7 F ) .  
D IRECT MEMORY ACCESS (DCPC ACCESSORY) :  Ass ignab le  t o  any  two  I  O  

MAXIMUM TRANSFER BLOCK SIZE.  32 .768  words .  

DCPC TRANSFER RATE (a l  

High-Perfor 

Mem0ry 

High-Performanc 
FauH Control 
Memory  

Input w/DMS 
w/o DMS 

Output  wfDMS 
w/o DMS 

HP 2102H 

w.o  DMS 
Output w. 'DMS 

w.'o DMS 

2.282 
2.282 
2.036 

2.284 
2.284 

2.284 
:  284 
: â€¢ - 
2.284 

:â€¢â€¢ 2~. 

. â€¢- 
2.196 

P H Y S I C A L  C H A R A C T E R I S T I C S  
WIDTH: 42.6 cm (16% in)  behind rack n 

DEPTH: 62.2 cm (24 'A in) ;  58.4 c  

H E I G H T :  H P  2 1 1 1 F  

44.5 cm 
(17V2 in) 

5 0 k g  
i no tb )  

E L E C T R I C A L  C H A R A C T E R I S T I C S  
L I N E  V O L T A G E :  2 1 1 1 F  8 8 - 1 3 2 V :  

2117F:  Compute  
Processor voltage selector offer: 
196-242V,  and 216-264V rangi  

L INE FREQUENCY:  47.5  to  66 Hz.  
POWER DISSIPATION- 21 1 1F. 625 watts (maximL 

-264V with opt ion 015. 

2117F: 825 w ts  (m 

55'C ( + 32= to 131Â°F). 
Ã¯ 75'C (-40= to 167=F). 
at 40!C (104T), non-con den sat ing. 
0.30 mm (0.012 in) p-p. 10-55 Hz. 3 a 

E N V I R O N M E N T A L  L I M I T A T I O N S  
O P E R A T I N G  T E M P E R A T U R E .  0  
S T O R A G E  T E M P E R A T U R E :  - 4 0  
RELAT IVE  HUMID ITY  20% to  95 '  
VIBRATION AND SHOCK. Vibrat ro  

Shock: 30 g, 1 
C o n t a c t  f a c t o r y  f o r  r e v i e w  o f  a n y  
requir ing operat ion under cont inuous \  

PRICES IN U.S.A. :  
2111F,  $12,250 ( inc ludes 64K bytes h igh-per formance memory) .  
2 I17F,  $16,000 ( inc ludes 128K by tes  h igh-per formance memory  

mapping subsystem).  
MANUFACTURING D IV IS ION:  DATA  SYSTEMS D IV IS ION 

11000 Wol fe  Road 
Cupert ino, Cal i fornia 94015 U.S.A. 
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New Memory  Systems For  HP 1000  
Computers 
by Alan H.  Chr istensen and David  C.  Salomaki  

TAKING ADVANTAGE of the latest innovations 
in memory component technology has been an 

HP strategy since the company became one of the first 
users of 4K-RAM semiconductor memory in com 
puters in 1974. As denser, faster, and more reliable 
memory components have become available, HP 
has created new products to use them, thereby pass 
ing on to its customers the impressive performance 
and cost benefits of the latest technology (Fig. 1). 

The latest advance in memory components is the 
16K dynamic RAM (random-access memory). Based 
upon this recent development are two new 1 28K-byte 
memory array boards for HP 1000 Computers. One is a 
standard-performance memory array, and the other is 
a high-performance version using high-speed 16K 
RAMs. 

With these new boards, users can now have one 
megabyte of main memory for the first time in a small 
computer like the HP 1000. Combined with new 
software tools, such as RTE-IV, that are designed to 
use large memories effectively, this increased main 
memory capacity enables HP 1000 Systems to solve 
many problems formerly addressable only by large 
mainframe computer systems. Two examples are 
simulation and computer-aided design. 

Development  o f  the  New Memory  Array  Boards  
The introduction of the 16K-RAM-based memory 

boards was the culmination of a memory program 
begun at HP's Data Systems Division almost three 
years ago. At that time a new high-speed processor, 
later known as the HP 1000 E-Series Computer, was 
under development. 

It was planned that the new processor would use 
the same memory systems as were used in the 
M-Series. Early in the project, however, it was 
realized that the architecture of the new computer 
would allow substantial performance benefits with a 
high-speed memory system. 

The first (and key) question to be answered was 
what 4K RAM type to use. There were three pos 
sibilities: 22-pin RAMs (4030s), 18-pin RAMs 
(4050s), and 16-pin RAMs (4027s, 4096s). Each had 
its advantages and weaknesses. The twenty-two-pin 
part was attractive because of the length of time it had 
been in production, but was hampered by poor board 
packing density. Eighteen-pin RAMs were desirable 
because of their use in current production, but suf 
fered from high-voltage-level clock requirements. 
Sixteen-pin RAMs offered good board density and 
TTL compatibility, but required extra circuitry for 

Fig.  benef i ts  us ing o f  memory system deve lopment  a t  HP shows the benef i ts  ga ined by us ing 
the la test ,  best  ava i lab le  memory components .  
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address multiplexing. After careful consideration of 
the alternatives it was decided to use the 16-pin 4027 
RAM as the basis for the new high-speed memory 
system. 

With the RAM decision made, project effort turned 
to developing the circuit design for the new memory 
controller and memory array board. The key question 
was where in the system to perform the address mul 
tiplexing required by the 16-pin RAMs. One possibil 
ity was to multiplex the addresses on the memory 
controller. This had the advantage of yielding the 
least expensive memory system because only one set 
of multiplexing circuitry was required. The other al 
ternative was to multiplex the address on each mem 
ory array module. This increased the cost of large 
memory systems but offered very significant im 
provements in memory performance. By doing ad 
dress multiplexing on the same board as the memory 
components, the timing skews introduced by the buf 
fers and interconnecting cable between the controller 
and memory array boards could be eliminated. This 
permitted using the RAMs at the limit of their specifi 
cations, thus allowing main memory access times that 
rivaled cache memory speeds in other computers. 
This overriding performance advantage led to the 
decision to perform the address multiplexing on the 
individual array boards (Fig. 2). 

This multiplexing solution had an important sec 
ondary benefit. It permitted a controller/memory 
board interface compatible with that of the existing 
M-Series. This created an interesting engineering 
situation: if a memory interface could be designed 
that would work with both the M-Series and the 
E-Series Computers, it would be possible to develop a 
universal memory array board that could be loaded 

with high-speed 4K RAMs to create high-speed mem 
ory modules or loaded with standard-speed 4K RAMs 
to create standard performance memory modules. 
Thus, previously developed standard-speed control 
lers, as well as future controllers (high-speed or low- 
speed), could use the same array board. Also, by going 
to a single printed circuit board based on 16-pin 
RAMs, earlier boards based on 22-pin and 18-pin 
RAMs could be phased out of production, leading to 
significant efficiencies in component ordering, 
scheduling, RAM device level testing, production, 
training, and repair. 

Before many months had elapsed, the idea of a 
universal array board was taken one step further. At 
that time, 16K RAMs were just beginning to be pro 
posed by the memory vendors. Before long it became 
clear that the industry standard on this future part 
would be a 16-pin design with timing and interface 
specifications similar to the 4027 4K RAM. Therefore 
the universal RAM array board was modified to be 
able to use 16K RAMs as well as 4K RAMs. Minimal 
additional circuitry was needed to provide this com 
patibility. 

From this critical decision to the present, the de 
velopment of memory systems for HP 1000 Comput 
ers has been reasonably straighforward. The first 
product to use the universal 16-pin-RAM array board 
was the high-speed memory subsystem for the 
E-Series Computer. This consisted of a new high 
speed controller board and a high-speed 16K-word 
memory module (the universal array board loaded 
with high-speed 4K RAMs). Shortly thereafter, a 
standard-speed memory board loaded with slower 4K 
RAMs was made available for both E-Series and 
M-Series Computers. 

CPU Data  
S-Bus 

Parity 
Error 

Latches, 
Bus Dr ivers  

and Receivers ,  
Pari ty Circuits 

Data and 

'17 

Bus 
Drivers and 
Receivers 

1 Data Line 
per Bit 

Read/Write 

4  Rows  
by 17 Bits 
RAM Array  

Memory Contro l ler  Memory Array Board(s)  

C A S = C o l u m n  A d d r e s s  S t o r e  R A S = R O W  A d d r e s s  S t o r e  

F i g .  2 .  H P  1 0 0 0  p a r i t y  m e m o r y  
s y s t e m  a r c h i t e c t u r e .  D o i n g  a d  
d ress  mu l t i p lex ing  on  each  mem 
o r y  a r r a y  b o a r d  m i n i m i z e s  l o g i c  
s k e w s  a n d  a l l o w s  h i g h e r  p e r f o r  
mance. Putt ing this funct ion in the 
c o n t r o l l e r  w o u l d  h a v e  s i m p l i f i e d  
t h e  m e m o r y  a r r a y  b o a r d s ,  b u t  a  
s lower  memory system cyc le t ime 
w o u l d  h a v e  b e e n  n e c e s s a r y  t o  
a l l o w  f o r  t i m i n g  u n c e r t a i n t i e s  i n  
t r o d u c e d  b y  t h e  m e m o r y  s y s t e m  
cabl ing. 
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As soon as 16K RAMs became available in sample 
quantities, they were tested in the universal array 
board. When production quantities became available, 
the 64K-word array board was released to production. 
This fast progression from sample parts to finished 
product occurred for both standard-speed and high 
speed 16K RAMs. 

Faul t  Control  Memory 
The 16-pin RAM array modules and the high-speed 

controller are not the only new memory products 
recently added to the HP 1000 product line. Also 
introduced have been standard-performance and 
high-performance fault control memory systems. By 
correcting single-bit errors in memory, these new 
products offer significant improvements in memory 
system reliability, thereby opening the door to many 
new reliability-oriented applications. 

HP's experience with MOS RAMs has shown that 
once infant RAM mortalities have been weeded out 
(normally after the first 500 to 1000 hours of opera 
tion), RAM devices have a fairly stable life period 
characterized by random hard failures at rates of 
0.01% to 0.1% per 1000 hours of operation. 

RAM failures are typically classified as hard or soft. 
Hard failures are those that occur every time the mal 
functioning bit or chip is accessed. Soft failures, on 
the other hand, are intermittent, or non-repeatable. 
These failures manifest themselves mainly by the loss 
of one bit of data in a RAM, and are usually attribut 
able to RAM sensitivities to external conditions such 
as noise spikes on power supplies or clocks, tempera 
ture extremes, and/or timing variations, including re 
fresh. Soft failures may also be caused by address/data 
sensitivities within the RAM. 

Experience has shown that soft failures are the pre 
dominant ones once this infant mortality period has 
passed and that they usually affect only a single bit 
within a RAM and a single RAM within a memory 
word. Therefore, in most cases single-bit error correc 
tion is sufficient to allow continued system operation. 

Error correction works by coding the data word 
with additional check (code) bits. Simple parity, used 
in regular memory systems, is an example of a 
single-bit error detecting code; information is en 
coded in just one bit more than the data bits. The 
number of check bits required for single-bit error cor 
rect ion can be determined from the equation 
2k3=m+k-r-l where k is the number of check bits re 
quired and m is the number of data bits. Thus in a 
16-bit computer, five additional bits will provide 
single-bit error correction. 

In the HP 1000 fault-control memory, six check bits 
are used. The addition of one more check bit provides 
double-bit error detection. This capability insures 
that a double-bit error will not be mistakenly inter 
preted as a single-bit error and corrected to a wrong 
value. 

Many possible codes, can be generated for 16 data 
bits. A code is defined by parity equations for each 
check bit. Valid codes have two characteristics: no 
two check bits can be derived from exactly the same 
set of data bits, and no two data bits can contribute in 
the same way to all check bits. The particular code 
used in the HP 1000 fault control memory option was 
chosen to minimize the number of parity generator 
inputs so as to provide the fastest possible code- 
generating and checking times and thus reduce the 
memory cycle overhead incurred for error correction. 
The fault control (error correcting) circuitry for the 
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16 
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Fig .  3 .  Fau l t  cont ro l  memory  gen 
e ra tes  and  s to res  s i x  check  b i t s  
(P16-P21)  on  each  wr i t e  to  mem 
o ry .  On  each  read  f r om memory ,  
the s ix check bi ts are regenerated 
f rom the  da ta  b i t s  (DO-D15)  and  
c o m p a r e d  w i t h  t h e  s t o r e d  c h e c k  
b i t s  to  fo rm a  two-oc ta l -d ig i t  syn  
d r o m e  t h a t  i n d i c a t e s  t h e  t y p e  o f  
error, i f  any. Single-digit errors are 
au tomat ica l l y  cor rec ted  by  inver t  
ing the erroneous bi t .  
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Achieving Reliability in Semicon 
ductor Memory Systems 

The memory systems based on 1 6K RAMs are the th i rd  gen 
e ra t i on  o f  sem iconduc to r  memory  sys tems  fo r  HP  1000  Com 
puters ,  and are expected to  be the most  re l iab le  to  date .  As a  
resu l t  o f  the lessons learned f rom prev ious memory products ,  
we have come to  unders tand that  good memory  re l iab i l i t y  can 
only be achieved through a combinat ion of  three things: a good 
e lec t r i ca l  des ign ,  use  o f  ve ry  re l i ab le  RAMs,  and  a  ca re fu l l y  
p lanned  and  execu ted  manufac tu r ing  p rocess .  

Design 
Four  impor tan t  des ign  s teps  were  taken  to  assure  memory  

system re l iab i l i ty .  The f i rs t  o f  these was the use of  worst -case 
design rules for the circuit design. The proper operation of every 
circui t  path was computed and ver i f ied using both minimum and 
max imum spec i f i ca t ions  for  a l l  dev ices .  A l l  dev ices  were prop 
e r l y  e t c .  f o r  t empe ra tu re ,  l oad ing ,  power  consump t i on ,  e t c .  

S e c o n d ,  a  t h o r o u g h  o p e r a t i n g  c o n d i t i o n  c h e c k o u t  o f  t h e  
memory boards was per formed.  Ringing on s ignal  l ines,  power 
supply r ipple and noise,  and r ise and fa l l  t imes were measured 
to insure that the pr inted circui t  board version of the theoret ical  
c i rcu i ts  behaved as  expec ted .  

T h i r d ,  a  t h e r m a l  s t u d y  w a s  p e r f o r m e d .  W h i l e  t h e  m e m o r y  
sys tem in teg ra ted  c i r cu i t s  were  i n  ac tua l  ope ra t i on  i n  a  com 
puter ,  the case temperatures of  a l l  ICs on the board were mea 
s u r e d  a n d  u s e d  t o  c o m p u t e  d e v i c e  j u n c t i o n  t e m p e r a t u r e s .  
These junc t ion  tempera tu res  were  then  compared w i th  empi r i  
ca l l y  der ived  va lues  to  ex t rapo la te  dev ice  MTBFs (mean t ime 
between fai lures).  The individual device MTBFs were then used 
to calculate the expected MTBF of  the board to make sure that  
the des ign would meet  the re l iab i l i ty  goals .  

The last  step in the design process was an exhaust ive round 
of  environmental  test ing.  This test ing involved running diagnos 
t ics and operat ing systems software in heavi ly loaded computer 
systems under  var ious condi t ions of  operat ing temperature ex 
t r emes ,  hum id i t y ,  v i b ra t i on ,  power  va r i a t i ons ,  and  s ta t i c  d i s  
charge. The f i rst  round of these tests was performed on the f i rst  
pr inted circuit  versions of the boards. The results of these tests 
and of temperature prof i le tests led to layout changes designed 
to  inc rease board  re l iab i l i t y .  The env i ronmenta l  tes ts  were  re  
peated on the f i rs t  product ion run of  boards to guarantee thei r  
re l iab i l i ty  under  normal  product ion var iances.  

RAM Reliabi l i ty 
I n  even  the  mos t  comp lex  memory  sys tem,  each  RAM con  

ta ins  more  t rans is to rs  than a l l  the  non-RAM components  com 
bined. Given that there can be anywhere from 34 to 1400 RAMs 
in a memory system, the dominant importance of RAM rel iabi l i ty 
becomes apparent .  

For this reason, one of the principal efforts in the development 
o f  the 16-p in  RAM fami ly  products  was an extens ive re l iab i l i ty  

eva luat ion o f  the 16-p in  RAMs on the market .  Th is  eva luat ion 
proceeded in  two steps.  The f i rs t  was a ser ies of  character iza 
t ion tests performed on al l  avai lable 16-pin RAMs to determine 
device margins for our applications. On the basis of these init ial 
tests, a number of vendors were selected to undergo a qual i f ica 
t ion process.  The parts chosen for  th is  second step underwent 
a n  e l a b o r a t e  s e r i e s  o f  t e s t s  t h a t  i n c l u d e d  p a c k a g e  t e s t i n g ,  
125Â°C s ta t ic  and dynamic  burn- ins ,  l i fe  tes t ing  in  opera t ing  
c o m p u t e r s  ( 3  m i l l i o n  d e v i c e  h o u r s  e q u i v a l e n t ) ,  a n d  s y s t e m  
compatibi l i ty test ing. 

Manufactur ing Process 
Developing a rel iabi l i ty-oriented manufacturing process is the 

third and f inal step in achieving good memory system rel iabi l i ty. 
Experience has shown that i t  is not enough to develop a rel iable 
des ign  and se lec t  RAM vendors  w i th  re l iab le  par ts .  MOS LSI  
manufactur ing is subject to day-to-day f luctuat ions that may go 
undetected by the memory vendor but  dramat ica l ly  af fect  re l ia  
b i l i ty .  Consequent ly ,  the user  of  dynamic MOS memor ies must  
gear the manufactur ing process to detect  changes in incoming 
RAMs and e l iminate par ts  that  are  bad or  marg ina l .  

T h e  H P  1 0 0 0  C o m p u t e r  m a n u f a c t u r i n g  l i n e  i s  o r g a n i z e d  
around th is idea. Al l  incoming RAMs are dynamical ly  burned in 
a t  125Â°C fo r  72  hours  and  then  tes ted  to  the  l im i t s  o f  t he i r  
specif ications. Lot fai lure rates are careful ly monitored, and lots 
that have unusually high failure rates are returned to the vendor. 
Ful ly tested RAMs from good lots are soldered into boards and 
the boards are tested for approximately 100 hours.  Board- level  
t e s t s  i n c l u d e  v i b r a t i o n ,  t e m p e r a t u r e  e x t r e m e s ,  a n d  s y s t e m  
compat ibi l i ty .  

The manufac tur ing  f low d iscussed here  has  evo lved over  a  
number  o f  years ,  and the process cont inues to  evo lve as new 
fa i lure modes emerge and old fa i lure modes cease to be impor 
t an t .  Two  examp les  o f  t h i s  evo lu t i on  a re  co l d  t es t i ng  a t  t he  
device level  and v ibrat ion test ing.  At  one t ime al l  devices were 
individually tested at 0Â°C as well as at 70Â°C. As memory vendors 
have learned to test accurately for cold sensitivit ies, the need for 
100% co ld  tes t ing has d isappeared.  Now,  sample co ld  tes t ing 
along with board- level temperature extreme test ing is adequate 
to  screen for  th is  fa i lu re  mode.  V ibrat ion test ing,  on the other  
hand, is a recent addit ion to the manufacturing f low. Intermittent 
fa i lu res  a t  the  end o f  the  product ion  l ine  and in  the  f ie ld  spot  
l ighted the need for a screen of this type. Since this was begun, 
in termi t tent  fa i lures have dropped to a very low level .  

The  evo lu t i on  o f  t he  manu fac tu r i ng  p rocess  and  t he  RAM 
diagnost ics  are cr i t ica l  to  ensur ing cont inu ing memory re l iab i l  
i ty .  Typical  fa i lure rates of  incoming RAMs range f rom 0.5% to 
3% ( lots with higher fai lure rates are rejected).  The manufactur 
ing  p rocess  weeds  ou t  bad  RAMs to  the  ex ten t  tha t  war ran ty  
fai lure rates are expected to be no greater than 0.03% per 1 000 
hours of operat ion. 

standard and high-performance memory systems is 
identical. The only differences are in memory timing. 

Operation of the fault control system is as follows 
(see Fig. 3). On a write to memory, the check bits are 
formed and written to a separate fault control array 
board that operates in parallel with the memory array 
boards. When a memory location is read, new check 
bits are generated from the 16 data bits and compared 

with the check bits from memory to form a syndrome 
for the data word. This syndrome is a six-bit code 
word that can be decoded to indicate whether there 
are no errors, an error in one of the 22 bits, or a 
multiple-bit error. If there are no errors, the 16-bit data 
word is passed to the CPU unchanged. When a 
single-bit error is detected, the respective bit is in 
verted (to correct it) before the data word goes to the 
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F i g .  4 .  M e a n  t i m e s  b e t w e e n  f a i l  
ures for pari ty and error correct ing 
m e m o r i e s .  T h e s e  r a t e s  a r e  p r e  
d i c ted  f o r  a  sys tem i n  t he  1500 -  
t o - 5 5 0 0 - h o u r  o p e r a t i n g  r a n g e .  
System MTBFs are approx imate ly  
6 0 %  l o w e r  d u r i n g  t h e  f i r s t  5 0 0  
hours of  operat ion.  

CPU. In the case of multiple-bit errors, the correction 
feature is disabled, uncorrected data passes to the CPU, 
and a parity error signal is sent to the CPU. Action 
from that point is a function of software control. 

A number of features are included on the memory 
controller board to assist in fault location. Six LEDs 
display the syndrome and are updated whenever the 
parity error signal is sent to the CPU. The error correc 
tion ability can be disabled for diagnostic purposes to 
activate the parity error signal for single-bit errors; in 
this case, the syndrome LEDs can be decoded to find 
the erroneous bit. Another LED indicates whether a 
single-bit error has occurred since the CPU was last 
reset. Finally, as with the universal memory array 
board, jumpering and loading options have been in 
cluded on the memory controller and fault control 
array boards to allow a single printed circuit board to 
be used for both standard-speed and high-speed ap 
plications. 

The benefits of fault control are dependent on the 
RAM failure rate (both hard and soft failures), the 
memory size, and the interval between preventive 
maintenance periods (when all hard-failure RAMs 
should be removed). Although the reliability im 
provement factor of fault control over parity can be 
from 20 to 100 if only the RAMs are considered, the 
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improvement gained by using error correction in a 
computer is more realistically a factor of about 1.5 to 
20. This is because peripheral 1C reliability becomes 
an important factor when RAM failure rates approach 
their burned-in levels. 

In general, the contributions of fault control are 
more noticeable for large memory systems and for 
RAMs with high failure rates. Fig. 4 gives an example 
of these considerations (calculated for the HP 1000 
fault control memory system using 16K RAMs with a 
1000-hour preventive maintenance interval). 
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Mult ipoint  Terminals for  HP 1000 Systems 
by DentÃ³n B.  Anderson,  Mitchel l  B.  Bain,  and Gary Johnson 

MULTIPOINT IS A TECHNIQUE that allows many 
computer terminals to share one communica 

tions line. This means only one computer interface 
and one pair of modems are needed, thus lowering 
the communications cost to the user. 

No longer a capability only of large mainframe 
systems, multipoint is now available for HP 1000 
Computers. The HP 1000 multipoint protocol is based 
on IBM's binary synchronous communications pro 
cedure (Bisync). This protocol resolves line conten 
tion by addressed poll and select sequences, and 
allows for extensive error detection and correction 

x  

(by retransmission). 
A new microprocessor-based interface card and ac 

companying software were developed to implement 
this protocol and reduce the CPU overhead involved. 
The multipoint software consists of a driver and some 
utilities. The firmware for the microprocessor and the 
driver software were designed together, resulting in a 
simple and logical interface between the computer 
and the multipoint card. Tasks are partitioned so that 
the driver software never concerns itself with com 
munications protocol, modem control, error control, 
time-outs, or message content. The RTE-IV operating 
system is interrupted only at the conclusion of a 
transaction. Packed data strings, as many as 1000 
characters at a time, are rapidly transferred between 
the interface buffer and the HP 1000 main memory via 
DMA (direct memory access]. Data integrity is as 

sured by means of a 16-bit cyclic redundancy check 
(CRC-16) after each message. 

Terminal operators can be developing programs 
using any of the RTE facilities, or may be respond 
ing to customer-developed application programs. 
The terminals can be HP 2645A or 2648A CRT Ter 
minals in any combination. All of the HP 2645A/ 
2648A features such as user-definable soft keys, car 
tridge tape drives, printers, and graphics (2648A) 
are available. 

Assured Terminal  Access 
The multipoint driver's terminal servicing al 

gorithm assures each terminal access to the line by 
examining the status of each terminal's equipment 
table entry sequentially and checking for active write, 
read, or control requests from a system or user pro 
gram. Write or control requests are serviced im 
mediately. Read requests are honored after the status 
of all the other terminals has been queried once. Ter 
minals without active requests pending may be rou 
tinely polled so the operator can get RTE system 
attention or a user- written program can be activated. 

Terminals are assigned conventional RTE equip 
ment table (EQTJ and logical unit (LU) numbers so 
multipoint terminals are treated the same as any other 
RTE peripherals. Thus user programs may use stan 
dard FORTRAN read and write statements to com 
municate with multipoint terminals. Specifically, 

HP 1000  System 

Program Development  
â€¢ Compiler 
.  Ed i tor  

. â€¢ File Manager 

Modems 
(Optional)  

Mult ipoint Line 
More 

Terminals  

Graphics 
Terminal  
HP 2648 A 

F i g .  1 .  M u l t i p o i n t  a l l o w s  m a n y  
t e rm ina l s  t o  sha re  one  commun i  
cations line. In HP WOO multipoint, 
t e r m i n a l s  a r e  a s s i g n e d  c o n v e n  
t ional  RTE equipment table (EOT) 
and logical unit  (LU) numbers, and 
are t reated l ike other per ipherals.  
The communicat ions l ine a/so has 
EOT and LU status. Al l  of  the EOT 
n u m b e r s  o f  a  p a r t i c u l a r  l i n e  a r e  
s t o r e d  i n  a  l i n k e d  l i s t  t h a t  d e  
scr ibes that l ine. 
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programs already written for point-to-point terminals 
will function unchanged with multipoint. Standard 
RTE EXEC calls are used, and programs may be written 
to take advantage of large block transfers. 

All of the EQT numbers of a particular communica 
tions line are stored in a linked list that describes that 
line (Fig. 1). The head of the linked list is the line EQT 
number and is pointed to by an entry in an eight- word 
line table. Since the line and interface have EQT and 
LU status it becomes possible for the user to broadcast 
messages to all terminals on a line and to collect 
status information using a "Who-Are-You" request. 

There are four basic requests that the driver makes 
to the interface: 
â€¢ Poll/Select (for Read or Write) 
â€¢ Unload Text (activate DMA after a Poll) 
â€¢ Load Text (activate DMA after a Select) 
â€¢ Transmit (terminate Load then send text). 

The Poll/Select requests specify which terminals 
are to be queried, and the interface firmware builds 
the communication messages in conformance with 
the protocol. The firmware adds the protocol control 
characters to the text blocks and computes and ver 
ifies the error control characters (CRC-16) at the end of 

each block (Fig. 2). 

Low Overhead 
With only routine polling taking place, the RTE-IV 

overhead at 9600 bits per second is a constant 6% and 
10% for synchronous and asynchronous lines respec 
tively. These figures are essentially independent of 
the number of terminals on a line, but increase pro 
portionately with the number of lines. This overhead 
actually decreases while text information is being 
exchanged. 

In addition to the four basic driver requests a 
number of control requests can be made. These over 
ride certain default conditions (number of retries 
when an error is encountered, message blocking fac 
tors, etc.) and supplement the basic modem control 
exercised by the firmware. These control requests 
include the following: 
s Time Delay 
n Read Status 
â€¢ Change Retry and Blocking Factors 
â€¢ Read Modem Status 
â€¢ Set Modem Controls 
â€¢ Change Watchdog Time 
â€¢ Reset (Self Test). 

Fig. communications interchanges 1000 multipoint protocol example, showing typical communications interchanges 
be tween the  mul t ipo in t  so f tware  (d r iver ) ,  the  mul t ipo in t  hardware  (card) ,  and a  te rmina l .  The 
mul t ipo in t  in ter face card ,  wh ich is  microprocessor -based,  hand les  the pro toco l  requ i rements ,  

re l iev ing the computer  o f  th is  burden.  
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The multipoint interface card is equipped with 
more modem control/status leads than are needed by 
the standard Bell System modems. These extras are 
passed to the user's program (through the software 
driver) so that non-standard modems can be manipu 
lated by user software. 

An eight-bit configuration switch on the interface 
card is set to match the multipoint network and ter 
minal requirements of a given installation. The 
switch is examined by the interface firmware at con 
figuration time (power-up) and such details as syn 
chronous/asynchronous timing mode, communica 
tion bit rate, and modem control states are initialized. 

After initialization the data communications func 
tion is handled by the firmware in three general areas: 
â€¢ The USART. Universal synchronous/asyn 

chronous receiver/transmitter serializes and de 
serializes the data bits at the RS-232 interface. 

â€¢ The Protocol. Examine each character. If a control 
character, advance the protocol state. If a display 
character, store in the buffer. 

â€¢ Error Control. Check the protocol and compute the 
CRC-16 check. Jf an error, advance to the error 
control state. 
The HP 2645A/2648A protocol is based on IBM's 

binary synchronous communication procedure 
(Bisync) , which can best be described as having many 
states with relatively simple state transition rules. 
The many states require that a microprocessor-based 
controller have a relatively large control ROM, while 
the simple transition rules assure that the micro 
processor will be idling most of the time. At 9600 bits 
per second, characters arrive every millisecond. 

The multipoint interface card exploits this charac 
teristic by doing the USART function in firmware, not 
in LSI hardware. The USART routines are entered by 
the interrupts from the modem clock or the on-board 
baud rate generator (see block diagram, Fig 3). In 
effect, the microprocessor is asked to "earn its keep" 

and not idle so much. 
Communicating in a half-duplex mode (sending 

and receiving but not simultaneously) , the interface is 
capable of sustaining a rate of 19,200 bits per second, 
the upper limit of RS-232. It can do this either syn 
chronously or asychronously. In the latter case the 
interrupts occur at eight times the bit rate. 

Fast Microcontrol ler 
For this scheme to work, a fast microprocessor with 

good interrupt facilities is necessary. A fast microcon 
troller developed by Hewlett-Packard's Loveland In 
strument Division and used in other HP products fills 
the requirements for data communications admira 
bly. 

At 9600 bits per second (the fastest terminal rate) 
the microprocessor is capable of executing 1536 in 
structions per eight-bit synchronous character and 
1920 instructions per ten-bit asynchronous character 
(start, eight-bit, and stop). The overall timing load is 
illustrated in Fig. 4. Advancing the protocol state 
requires some ninety instructions. The USART 
routines can take as much as 20% of the available time 
and the CRC calculation another 15%. The idle time is 
spent in a "watchdog" state so the host computer can 
expect a response from the interface no matter what 
data communication or procedural failure might oc 
cur. 

Although the foregoing timing analysis is an im 
portant consideration in assessing the performance of 
the microprocessor-based interface, the real value of 
the front-end processor goes far beyond its speed. In 
addition to the three basic communications functions 
(USART, protocol, and error control), the micro 
processor relieves the computer of the following 
tasks: 
â€¢ Power-up/self-test 
â€¢ Initialize or override error retries 
â€¢ Buffer management between the computer and the 

Cont ro l  ROM 

B i s y n c  
Pro toco l  

USART 
Emu la t ion  

CRC-16. 
Se l f  Tes t .  
Ut i l i t ies 

HP 
Mic rocon t ro l l e r  

Baud  Rate  
Genera to r  

Hos t  CPU 
Backp lane  
In ter face 

C lock :  
Osc i l l a to r  

and  
D iv iders  

EIA 
RS-232C 
Interface 

F i g .  3 .  M u l t i p o i n t  i n t e r f a c e  c a r d  
p e r f o r m s  t h r e e  m a i n  f u n c t i o n s :  
U S A R T  ( u n i v e r s a l  s y n c h r o n o u s /  
a s y n c h r o n o u s  r e c e i v e r / t r a n s  
m i t t e r ) ,  m u l t i p o i n t  p r o t o c o l ,  a n d  
error control. 

3 0  

© Copr. 1949-1998 Hewlett-Packard Co.



2000 

1900 

1800 

1700 

1600 

1500 

J 1400 

5 1300 
O  

g 1200 

" 1100 
0} 

S 1000 

S 900 

800 

a 700 
Â£ 
c 600 

500 

400 

300 

200 

100 

O 

J  

1 9 2 0 ,  1 9 2 0  

1536 1 5 3 6  

Idle 
(Watchdog)  

Idle 
(Watchdog)  

Idle 
(Watchdog)  

Idle 
(Watchdog)  

738 
673 

CRC-16  
(280) 

U A R T  
Receive 

(303) 

CRC-16  
(280) 

UART 
Transmit  

(376) 

5 0 5  527 

CRC-16 
(280) 

USRT 
Receive(1 35) 

CRC-16 
(280) 

USRT 
Transmit  

(165) Mode 

R e c e i v e  T r a n s m i t  
Asynchronous 

R e c e i v e  T r a n s m i t  
Synchronous 

F i g .  4 .  M u l t i p o i n t  c a r d  m i c r o  
processor t iming load at  9600 bi ts 
p e r  s e c o n d ,  t h e  f a s t e s t  t e r m i n a l  
r a t e .  T h e  m i c r o p r o c e s s o r  c a n  
execu te  1920  i ns t ruc t i ons  i n  t he  
t ime i t  takes to receive or transmit 
e a c h  t e n - b i t  a s y n c h r o n o u s  
c h a r a c t e r  a t  t h i s  r a t e .  E i g h t - b i t  
synchronous characters take less 
time, enough for 1536 instructions. 
In  e i ther  case the microprocessor  
id les much of  the t ime.  

terminals 
Some editing (e.g., strip the carriage return and line 
feed) 
Handshake modems, turn lines around 
Time delays and watchdog time-outs 

Simplify host computer interface, return error state 
information 
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the f i rmware for  the HP 1000 mul  
t ipoint terminal system. His earl ier 
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-# lege,  he spent  three-and-a-hal f  
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deve loper  o f  the  7905 d isc  d r ive  
vers ion o f  the  DOS opera t ing  sys  
tem. He attended the Universi ty of 
Michigan in electr ical  engineer ing 
fo r  one  year  be fo re  becoming  a  
fu l l - t ime s ta f f  member  a t  the  un i  
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â€¢ Build canned messages (Poll/Select) 
â€¢ Get terminal configuration information (Who- 

Are-You request). 
Thus the HP 1000 multipoint subsystem is a good 

demonstration of the benefits of microprocessor- 
based interface cards. This approach allows more 
complex protocols to be used without further taxing 
the RTE system. This preserves more computational 
power for the user. 

The HP 12790A hardware has two front-edge con 
nectors, one with an RS-232C interface to connect to 
the multipoint network, and the other with a micro 
processor bus interface. The second connector is 
invaluable in testing the interface. The bus connector 
allows an easy connection to logic analyzers for 

A B R I D G E D  S P E C I F I C A T I O N S  
HP 1000 Mult ipoint  

O P E R A T I N G  S Y S T E M :  9 2 0 6 4 A  R T E - M  s y s t e m  ( R T E - M I I I  c o n f i g u r a t i o n )  ( o r  
appl icat ion program execut ion and 92067A RTE-IV system for  both appl icat ion 
program execut ion and program preparat ion.  

HARDWARE: 2645A and 2648A CRT terminals wi th opt ion 030 and 1 3260C/D ter  
minal  inter face accessory.  

N U M B E R  O F  T E R M I N A L S  P E R  M U L T I P O I N T  L I N E :  N o m i n a l l y ,  u p  t o  3 2  t e r  
minals l ine.  be connected to the 12790A inter face v ia a s ingle mul t ipoint  l ine.  

NUMBER OF L INES PER SYSTEM:  A  max imum o f  e igh t  mu l t i po in t  l i nes  (e igh t  
12790A in ter faces)  can be suppor ted per  system. 

N U M B E R  O F  T E R M I N A L S  P E R  S Y S T E M :  L i m i t e d  b y  t h e  s y s t e m  E O T  n u m b e r  
a l locat ion (63 maximum including a l l  o ther  system per ipherals) .  

SYSTEM process The approximate requirement for otherwise user-available process 
ing  t ime a t  9600 bps  in  an  HP 1  000  E-Ser ies  Computer  w i th  s tandard  per fo r  
mance memory operat ing under  RTE- IV is :  
S Y N C H R O N O U S :  6 %  
A S Y N C H R O N O U S :  1 0 %  

I N T E R F A C E  T O  N E A R E S T  T E R M I N A L  O R  M O D E M :  1 5 . 2  m e t r e s  ( 5 0  f t ) ,  
max imum.  

B E T W E E N  A N Y  T W O  T E R M I N A L S :  6 0 9  m e t r e s  ( 2 0 0 0  f t ) ,  m a x i m u m .  .  
TOTAL L INE LENGTH:  4876 met res  (16000 f t . ) ,  no t  inc lud ing  d is tance  be tween 

modems.  
POWER:  Taken  as  requ i red  f rom HP 1000  Compute r .  
PRICE IN U.S.A. :  12790A In ter face,  $1500;  91730A Dr iver ,  $250.  
M A N U F A C T U R I N G  D I V I S I O N :  D A T A  S Y S T E M S  D I V I S I O N  

11000 Wol fe  Road 
Cupert ino,  Cal i forn ia 95014 U.S.A.  

troubleshooting, and is connected to diagnostic 
ROMs during production checkouts. 
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