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In This Issue 
Mi l l ime te r  waves  a re  e lec t romagne t i c  ene rgy  i n  a  f requency  range  o f  

rough ly  30  to  300 g igaher tz ,  where  wave lengths  range f rom 1  to  10  mi l l i  
meters. Mil l imeter-wave technology offers rel ief from the spectrum crowding 
tha t  ex i s t s  a t  l ower  f requenc ies ,  and  many  new radar ,  commun ica t ions ,  
nav iga t ion ,  and  o ther  sys tems are  be ing  bu i l t  to  opera te  a t  these  h igher  
f requencies.  Mi l l imeter-wave sources and test  ins t rumentat ion for  appl ica 
tions Besides to 110 GHz are the subjects of several papers this month. Besides 
sources (pages 6,  18, and 26),  topics covered include detectors (page 31),  
power  sensors (page 35) ,  ca l ibrat ion and ver i f icat ion s tandards (page 8) ,  

and network analysis (page 12).  At  1 10 GHz, a thousandth of  an inch is about a hundredth of  a 
wave leng th  o r  abou t  f ou r  deg rees  o f  phase  sh i f t ,  enough  to  change  a  sho r ted  qua r te r -wave  
t ransmiss ion l ine f rom an open c i rcu i t  to  a  t roublesome inductance or  capaci tance.  Cables are 
too imprecise, so energy propagates in rigid waveguide. Crit ical technologies are precision machin 
i n g ,  t y p e  c i r c u i t s ,  a n d  h i g h - f r e q u e n c y  d i o d e s  o f  t h e  t y p e  d e s c r i b e d  i n  o u r  N o v e m b e r  1 9 8 6  
issue.  For  the mi l l imeter-wave sources,  the in terp lay of  these technolog ies makes poss ib le  an 
in t r i ca te  and  p rec i se  s t ruc tu re  ca l l ed  a  f i n l i ne ,  wh ich  i s  shown in  the  cove r  pho tog raph  and  
discussed in the paper on page 18.  

When are test ing appl icat ion requires signals so complex that they are dif f icult  or impossible to 
p roduce  the  conven t i ona l  s i gna l  gene ra to rs ,  an  a rb i t r a r y  wave fo rm syn thes i ze r  may  be  the  
answer.  wi th in synthesizers are capable of  producing v i r tual ly  any f in i te- length waveform with in 
the i r  Synthes izer ,  bandwidth.  For  the HP 8770A Arb i t rary  Waveform Synthes izer ,  the spec i f ied 
bandwid th  i s  dc  to  50  megaher tz .  The  HP 8770A 's  " f ron t  pane l "  i s  an  HP 9000  Ser ies  200  o r  
300 Computer  worksta t ion running the HP Waveform Generat ion Language (WGL).  Waveforms 
are  spec i f ied  in  WGL by  the  user  and then downloaded f rom the computer  to  the  synthes izer ,  
where output advanced digital-to-analog converter produces the desired output waveform. The tech 
nology course. The to the compact disc player,  but the bandwidth is much higher,  of  course. The 
arch i tecture,  operat ion,  and per formance of  the HP 8770A are d iscussed in  the paper  on page 
69.  WGL and i ts  advantages in  waveform synthes is  over  convent ional  programming languages 
are treated in the paper on page 94. Because the projected performance of commercial digital- to- 
ana log advanced fe l l  shor t  o f  the  requ i rements ,  a  spec ia l  one was deve loped us ing advanced 
metal-oxide-semiconductor integrated c i rcui t  technology.  As descr ibed in the paper on page 78,  
an  MOS 1C sample r  p rec is ion  cu r ren ts  genera ted  o f f - ch ip ,  wh i le  a  ga l l i um a rsen ide  samp le r  
removes the d is tor t ion of  swi tch ing t rans ients  f rom the MOS chip 's  output .  Appl icat ions for  the 
H P  8 7 7 0 A  i n  m a g n e t i c  r e c o r d i n g  a n d  r a d a r  a r e  p r e s e n t e d  i n  t h e  a r t i c l e  o n  p a g e  8 6 .  O t h e r  
appl icat ions can be found in te levis ion and many other f ie lds.  

AT&T's ideal ly operat ing system is a mult i tasking, tool-based system that seems ideal ly sui ted 
for mult ip le-user appl icat ions in manufactur ing and business. Most of  these appl icat ions need to 
be f r iendly to novice users.  Al though the UNIX system provides tools  that  in i t ia l ize a system at  
power-on (boot  programs) and al low users to log onto the system ( logon programs),  these tools 
in their  s tandard forms are not  f r iendly enough for  many appl icat ions.  I f  a programmer wants to 
use these tools rather than wri te completely new programs, adaptat ions have to be made. In the 
paper examples adaptations 39, Marv Watkins discusses the problem and offers several examples of adaptations 
for the manufactur ing environment.  

At  the annual  HP Software Engineer ing Product iv i ty Conference, the HP sof tware engineer ing 
communi ty  shares accompl ishments,  chal lenges,  and future d i rect ions in sof tware engineer ing.  
Three Simulation in this issue are from the 1987 conference. "A Virtual User Simulation Util ity," page 
48, descr ibes a software test ing tool  that s imulates one or several  users of  a system under test ,  
which can After a computer or any other device that communicates by means of byte streams. After 
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writing a engineer that executes exactly the same test that a real user would perform, the test engineer 
can go home or  do something e lse whi le test ing proceeds automat ical ly .  The v i r tual  user  ut i l i ty  
is being Measurement at several HP Divisions around the world. "An HP-UX Kernel Load and Measurement 
System," page 54,  descr ibes a system that  measures and controls the amount of  st ress appl ied 
by tests or test packages of any type to the kernel of the HP-UX operating system on HP Precision 
Archi tecture Computers.  The HP-UX system is HP's version of  AT&T's UNIX System V operat ing 
system wi th extensions.  The Kernel  Load and Measurement System has load measurement and 
load  genera t ion  components  tha t  in te rac t  to  fo rm a  sampled  feedback  con t ro l  sys tem whose  
output R&D Schedul user-specifiable amount of kernel loading. "Process Measures to Improve R&D Schedul 
ing Accuracy," page 61 , tells of efforts to address a perennial problem in software engineering â€” proj 
ect  s l ip ,  or  fa i lure to  meet  complet ion date commitments.  At  HP's Rosevi l le  Networks Div is ion,  
scheduling is looked at as a process and is subjected to continuous measurement. R&D managers 
are provided with two special  process measures, which are updated monthly.  Since the program 
began, 20%. average lab-phase overrun has been reduced from 70% to 20%. 

R. P. Dotan 

What's Ahead 

In the June issue, we' l l  have f ive papers on appl icat ions of stat ist ics; topics include designing, 
speci fy ing,  and cal ibrat ing inst ruments,  comput ing computer  system avai labi l i ty ,  and managing 
software projects. Four papers wi l l  discuss the concepts and technology used for the 1-GHz front 
end of compact, HP 541 1 1 D Digitizing Oscilloscope. The design of the compact, autoloading HP 7980A 
Half- Inch Tape Drive wi l l  be discussed in two art ic les.  
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Mi 1 1 Â¡meter- Wave Sources and 
Instrumentation 
The recent  growth in  developing and apply ing mi l l imeter-  
wave sys tems has  c rea ted  a  cor respond ing  demand fo r  
mil l imeter-wave test instrumentat ion. 

by Mohamed M.  Sayed and John R.  Regazz i  

THE PAST SEVERAL YEARS have seen a strong in 
crease of research and applications in the millimeter- 
wave region. Spectrum crowding in the microwave 

frequency range has pushed this development. Advantages 
of millimeter-wave applications are small component size, 
increased available bandwidth, narrow beamwidth, and 
the possibility of taking advantage of the atmospheric at 
tenuation and absorption that occur at some millimeter- 
wave frequencies. Some typical applications are radar, 
communication transceivers, navigation equipment, and 
scientific radiometers. Hence, the demand for appropriate 
test instrumentation is expected to grow significantly in 
the future. 

Millimeter-wave sources with full waveguide coverage 
are key instruments for many systems in this new frequency 
range. Some examples are sweepers, synthesizers, vector 
analyzers, and scalar analyzers. HP's design objectives for 
such millimeter-wave systems are to extend present micro 
wave measurement capabilities to 60 GHz and provide the 
foundation for measurements up to 110 GHz. 

Two techniques (Fig. 1) were considered for achieving 
these goals â€” the fundamental oscillator and the frequency 
multiplier. However, to accomplish the expandability goal 
of operation up to 110 GHz with sufficient power output, 
the diode multiplier technique became the only choice. 
The greater insertion losses of typical signal processing 
components such as modulators, couplers, and connectors 
at millimeter-wave frequencies offset the power that can 

be achieved by a fundamental oscillator. The present dif 
ficulties associated with medium-power solid-state ampli 
fiers also favor the multiplier technique. In addition, a 
frequency multiplier allows the millimeter-wave system 
specifications to be derived from those of the microwave 
source used. For example, the spectral purity, frequency 
resolution, stability, and modulation characteristics of a 
microwave synthesizer are all preserved at the millimeter- 
wave frequency. 

Fig. 2 shows five HP millimeter-wave source modules 
and the caption lists the frequency ranges, waveguide band 
designations, and HP source module model numbers. The 
main contributions of these solid-state millimeter-wave 
sources are user convenience by using an existing micro 
wave source as a driver, small size, full waveguide cover 
age, lower phase noise, reliability, and system specifica 
tions for different applications. 

System Block Diagram 
Fig. 3 shows a basic system block diagram. A microwave 

synthesizer drives a microwave power amplifier in the fre 
quency range from 13.33 to 20 GHz. The output of the 
amplifier provides enough power to drive the millimeter- 
wave source module. The dc power for the source module 
is supplied by the HP 8349B Microwave Amplifier. The 
microwave signal is filtered, amplified, and then tripled 
inside the source module (HP 83556A). Coverage from 40 to 
60 GHz is available from the output of the HP 83556A with 

Mil l imeter-Wave Sources 

Fundamental  Multiplier 

Fig. 1 .  Mil l imeter-wave source de 
s i g n s .  T h e  d i o d e  m u l t i p l i e r  a p  
p roach  is  used by  HP.  
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Fig.  2.  (Top) Three HP mi l l imeter-  
wave source modules: HP 83554 A 
( R  b a n d ,  2 6 . 5  t o  4 0  G H z ) ,  H P  
83555A (Q band,  33  to  50  GHz) ,  
and HP 83556A (U band, 40 to 60 
G H z ) .  ( B o t t o m )  T h e  H P  8 5 1 0 0 V  
(V band, 50 to 75 GHz) is used as 
par t  o f  the  HP 8510 System.  The 
H P  8 5 1 0 0 W  ( W  b a n d ,  7 5  t o  1 0 0  
GHz) is  s imi lar  in appearance. 

12-Hz resolution and 3-dBm leveled output power. The R 
and Q bands (26.5 to 50 GHz) can be covered by using the 
HP 83554A and HP 83555A Source Modules. 

Mil l imeter-Wave Systems 
Sources. Fig. 4 shows two ways to configure a millimeter- 
wave source .  The mi l l imeter -wave source  dr iver  (HP 

83550A) interfaces directly to the millimeter-wave source 
modules and the frequency range (Q-band in this example) 
and output power are displayed by the HP 83550A. How 
ever, if a user already owns a synthesizer (HP 8340/41 or 
HP 8673) or a sweeper such as the HP 83592A/B/C, then 
only the HP 8349B and a source module are required to 

(cont inued on page 9)  
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A New Generation of Millimeter-Wave 
Calibration and Verification Standards 

The avai labi l i ty  of  fast  and af fordable computat ion power and 
da ta  s to rage  has  made  poss ib l e  i ns t r umen ts  such  as  t he  HP  
8510 Network  Ana lyzer  w i th  rea l - t ime er ror  cor rec t ion .  Jus t  as  
improved  dynamic  range  and  l inear i t y  demanded a  new gener  

at ion of  coaxia l  microwave standards wi th improved connect ion 
repeatab i l i ty  and accuracy,  a  new generat ion of  waveguide mi l  
l imeter -wave s tandards  had to  be  des igned to  take advantage 
o f  t h e  G H z .  c a p a b i l i t i e s  f o r  f r e q u e n c i e s  u p  t o  1 0 0  G H z .  

CAUTfON:  TO AVOÃD INTERNAL DAMAGE,  
C O N N E C T  O R  D I S C O N N E C T  B Y  T U R N I N G  M E T A L  N U T  O N L Y  

T U R N  P L A S T I C  B O D Y  

C A U T I O N :  T O  A V O I D  I N T E R N A L  D A M A G E '  
C O N N E C T  O S  D I S C O N N E C T  B y  T U R N I N 6  M E T A L  N U T  O N L Y  

D O  N O T  T U R N  P L A S T I C  B O O *  

l o g  M A G  
R E F  - 5 0 . 0  d B  
1  1 0 . 0  d B /  
V  - 5 2 . 9 1 6  d B  

3 0  

m 
â€¢o 

4 0  

E so :  
3  I - 1  

c  6 0  

I  I "  
70 

M A R K E R  
Â ¿ - 1 . 5 I  

o  
1 *  

80 

90 

3 0 0 0 0 5 3  G H z  

S T A R T  3 3 . 0 0 0 0 0 4 5 3 0  G H z  
S T O P  4 9 . 9 9 9 9 9 6 5 3 0  G H z  

Fig. 1 .  Close-up view of HP preci 
sion f langes. 

F i g .  2 .  T y p i c a l  r e p e a t a b i l i t y  o f  
mi l i tary-speci f ied mi l l imeter-wave 
(Q-band)  wavegu ide  f langes  and 
H P ' s  n e w  p r e c i s i o n  w a v e g u i d e  
f langes.  The top  curve  is  fo r  two 
coupled mil i tary-specif ied f langes. 
The middle curve is for an HP pre 
cision flange coupled to a mil i tary- 
specif ied f lange. The bottom curve 
i s  f o r  t w o  c o u p l e d  H P  p r e c i s i o n  
f langes.  In  each case,  the pai r  o f  
f l a n g e s  w a s  c o n n e c t e d ,  r e t u r n  
l o s s  w a s  m e a s u r e d ,  a n d  a  n o r  
ma l i za t ion  was  done  so  tha t  sub  
sequent  measurements  were  nor  
mal ized to  the f i rs t  measurement  
for  that  pai r .  Each pair  of  f langes 
w a s  t h e n  r e c o n n e c t e d  a n d  m e a  
su red  aga in ,  and  the  p lo t  shows  
the change in return loss between 
the two measurements.  
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Two basic problems we had to deal  wi th were the same as for  
the older generat ion of  coaxial  standards â€” a lack of  suff ic ient 
connect ion repeatab i l i ty  and accuracy.  F i rs t  we found a way to  
improve the performance of any waveguide f lange while retaining 
compat ib i l i t y  w i th  mi l i ta ry -spec i f ied  f langes  and o ther  f langes  
compat ib le wi th them. The use of  the latest  manufactur ing tech 
no logy a l lows us to  ho ld  to lerances on the s ize and pos i t ion of  
features on the f langes in such a way as to achieve al l  our goals. 
By adding an outer  r ing on the face of  the round f langes us ing 
a raised contact  area around the guide opening (see Fig.  1),  we 
so lve  to  para l le l i sm prob lem encounte red  when connec t ing  to  
a s imi lar  or  p lanar f lange.  Fig.  2 shows the typical  repeatabi l i ty  
of  mi l i tary-speci f ied and the new HP precis ion f langes.  

I t  became c lear  that ,  when the new f lange was used on both 
the HP 851 0's.  test port  and the cal ibrat ion standard, further im 
provements in measurement accuracy were possible by improving 
the  s ize  and pos i t ion  o f  the  gu ide  open ing  w i th  respec t  to  the  
a l i gnment  p ins .  Hence ,  we  deve loped  severa l  capab i l i t i es  fo r  
manufactur ing high-precis ion waveguide standard sect ions,  s l id 
ing  loads ,  and  f i xed  loads .  Wavegu ide  aper tu re  to le rances  o f  
Â±0.0003 inch and precision f lange hole tolerances within 0.001 
inch electrical the true position to the aperture result in excellent electrical 
performance. For example, in U-band operat ion the specif icat ion 
f o r  r e tu rn  l oss  o f  t he  p rec i s i on  s l i d i ng  l oad  i s  46  dB ,  bu t  t he  
typical performance is greater than 50 dB. Parts for the higher-fre 
quency bands have s imi lar  e lect r ica l  per formance.  

In V band and W band, f ixed loads are used to eliminate sliding 
l o a d  m e c h a n i c a l  s t a b i l i t y  p r o b l e m s  t h a t  w o u l d  b e c o m e  m o r e  
prominent because of the smaller physical size. (For information 
on cal ibrat ion methods,  see the ar t ic le  on page 12.)  

A d a p t e r s  
To  fac i l i t a te  measurements  in  the  mi l l imete r -wave  reg ion  in  

c o a x i a l  l i n e ,  w e  d e v e l o p e d  a  s e r i e s  o f  p r e c i s i o n  c o a x - t o -  
waveguide adapters  us ing HP's  new 2.4-mi l l imeter  coax ia l  con 
nector  fami ly .  At  present ,  R and Q-band adapters  are avai lab le 
(see Fig. 3). 

A c k n o w l e d g m e n t s  
The  deve lopmen t  wo rk  desc r i bed  above  was  accomp l i shed  

through the dedicated ef for ts  of  manufactur ing engineer ing,  ma 
ter ia ls,  and account ing at  Stanford Park Div is ion.  

Jul ius K.  Botka 
R&D Project  Manager  

Paul  B.  Watson 
Development  Engineer  

Network Measurements Div is ion 

Doug Ha lber t  
Product ion Manager  

Stanford Park Division 

Fig. 2.4-mm connector. and Q-band waveguide standards and adapters to the 2.4-mm coaxial connector. 

(cont inued f rom page 7)  

upgrade the user's microwave system to millimeter-wave 
frequencies. 

The article on page 18 describes the R, Q, and U-band 
source modules covering the frequency range from 26.5 to 
60 GHz. The two HP source modules covering the frequency 
range from 50 to 100 GHz are described at the end of this 
article. 
Scalar Analyzer. The HP 875 7 A Scalar Analyzer1 can be 
used to measure millimeter-wave components using the 
millimeter-wave detector described on page 31. Both ac 
and dc detectors can be used in this application. However, 

for ac modulation the source module modulation response 
is critical. 
Vector Analyzer. The source output power is critical when 
determining the system dynamic range. The dynamic range 
varies from over 95 dB for the R-band system to about 75 
dB for W band (see article on page 12). 
Millimeter- Wave Source System Interface. The design goal 
of the millimeter-wave source system is to make any HP 
8355x Source Module work with any HP 83550A Sweep 
Oscillator or with any HP 8349B Microwave Amplifier and 
sweeper (HP 8359X) or synthesizer (HP 8340/41 or HP 
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HP 8340B 
Synthesized 

Sweeper  

HP 8349B 
Microwave 
Amplif ier 

HP 83556A 
Source 
Module 

Automatic Level  Control  
40 to  60 GHz 

Microwave Sources 

HP 83590 Ser ies,  HP 8350 
HP 8340A/B 
H P 8 3 4 1 A / B  

HP 8673B/C/D 

Microwave Ampl i f ier  
HP 8349B 

Ã 
Sweep Osci l lator  
HP 83550A/8350B 

Mi l l imeter-Wave Source Module 
HP 83555A 

Q-Band Frequencies 
(33 to 50 GHz) 

Fig. 4.  Two Q-band mil l imeter-wave source conf igurat ions. 

8673). The interface between these instruments is both 
analog and digital. Details of this interface are described 
on page 20. 

Mil l imeter-Wave Source Specif icat ion 
The critical specifications for any millimeter-wave 

source are output power, power accuracy, output power 
flatness, frequency accuracy, dynamic range, in-band har 
monics, and modulation characteristics. The first three pa 
rameters are mainly functions of the source module and 
the last three parameters depend on the microwave source 
driver and microwave power amplifier. To guarantee the 
system specifications, a comprehensive characterization 

Microwave 
Source 

Microwave 
Amplif ier 

Mil l imeter-Wave 
Source 
Module 

Tota l  A 
=  2 5 d B  A  =  6 d B  A  =  2  d B  A  =  4  d B  A  =  1 3  d B  

Fig .  5 .  ALC range requ i red  fo r  HP 83554A Source  Modu le .  

was performed with the different systems and with differ 
ent millimeter- wave source modules. 

Here, dynamic range is determined by the automatic level 
control (ALC) circuitry and is defined as the difference 
between maximum and minimum leveled output power. 
The maximum leveled output power depends on the mini 
mum input power to the source module and the maximum 
conversion losses of the source module. Any gain slope of 
the combined system must be compensated by the micro 
wave source modulator range as shown in Fig. 5. 

The modulator dynamic range of the microwave source 
is 25 dB. The 13-dB dynamic range of the millimeter-wave 
source module is the difference between a maximum out 
put power of 8 dBm and a minimum leveled output power 
of â€”5 dBm. The variation of the millimeter-wave source 
module conversion efficiency across the waveguide band 
is 4 dB and the variation of the cable losses is 2 dB. To 
guarantee a dynamic range of 13 dB for the HP 83554A 
Module, the maximum gain slope of the HP 8349B is set 
to reduce the gain by 6 dB from the low end of the frequency 
range to the high end. The HP 8340/41 and HP 8673 perform 
satisfactorily without any adjustment. It is verified in pro 
duction that the HP 8359X plug-ins are capable of deliver 
ing -20 dBm without oscillation of their ALC loop. 

A similar analysis was performed for the harmonically 
related specification, and a two-tone test was developed 
for the source modules. 

V and W-Band Sources 
The R, Q, and U-band source modules used for the HP 

T 10 

- 1 0  - 5 0  
5 0  5 2 . 5  57.5 6 0  6 2 . 5  6 5  

Frequency (GHz) 
67.5 70 72.5 75 F ig .  6 .  V -band  source  

(HP 85100V) performance. 
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- i    1 0  

- 2 0  

-  

  4 0  

- 5 0  

7 5  77.5 8 0  82.5 8 5  8 7 . 5  9 0  
Frequency (GHz)  

92.5 9 5  97.5 100 F ig .  7 .  W-band  sou rce  
(HP 85 WOW) performance. 

8510 millimeter-wave system cover the frequency range 
up to 60 GHz. However, to cover the V and W bands, new 
source modules had to be developed. A constraint on these 
V and W-band multipliers is that the available input fre 
quency is less than 20 GHz. Thus a quintupler circuit is 
required. Since no directional detector is required for the 
HP 8510 millimeter-wave system, the HP 85100V/W Source 
Modules deliver unleveled output power to the HP 8510 
system. 

The HP 85100V and HP 85100W consist of a microwave 
amplifier and a millimeter-wave quintupler. The micro 
wave amplifiers for the HP 85100V and HP 85100W span 
the frequency ranges of 10 to 15 GHz and 15 to 20 GHz, 
respectively. The output power of the microwave amplifier 
is more than 24 dBm across its frequency range. The quin 
tupler consists of a low-pass filter, an antiparallel-diode 
1C, and a reduced-height-and-width waveguide output. The 
low-pass filter has well-controlled reflection characteris 
tics over the frequency range, which extends to the lower 
edge of the waveguide band. The last element of the low- 
pass filter is a resonance-free metal-insulator-semiconduc 
tor (MIS) capacitor and the multiplier diode 1C is mounted 
across the reduced-height waveguide.2 

The harmonics of the input microwave frequency and 
the millimeter-wave frequency generated by the diode 1C 
can result in periodic cancellation of power across the fre 
quency range of interest. Thus special care was taken to 
design the microwave filter such that its cutoff frequency 
is high enough to pass up to 15 or 20 GHz with minimum 
attenuation and at the same time low enough to attenuate 
any unwanted harmonics. 

Two antiparallel diodes are integrated on one chip with 
gold beam leads to reduce the parasitic components and 
improve the connection reliability and ruggedness.3 This 
diode 1C is also used for frequency tripling as described 
on page 19. A 200-ohm resistor stabilizes the output power 
from the diode and protects it by creating a reverse bias 
when high microwave power is applied. 

The waveguide impedance is chosen to present an op 
timum match to the diode multiplier. The height and width 
tapers are integrated into the same section of the wave 
guide.4 The output power and harmonics for the V and 
W-band sources are shown in Fig. 6 and Fig. 7, respectively. 
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Mil l imeter-Wave Vector  Network Analysis 

by Robert  G.  Di ld ine and James D.  Grace 

NETWORK ANALYSIS at millimeter-wave frequen 
cies has long been a difficult and time-consuming 
process with limited accuracy and a trade-off of 

time for results. Recently, a method of making vector net 
work measurements at frequencies above 26 GHz was de 
veloped that retains the error-correction capability, time- 
domain analysis, and accuracy of the HP 8510B Microwave 
Network Analyzer at microwave frequencies.1 

The system makes reflection and transmission measure 
ments and is based on the HP 8510B, but no HP 8510B 
Series test set is used. Full waveguide band coverage is 
obtained from 26.5 to 100 GHz, and the system features 
accuracy and speed similar to that of the HP 851 OB in 
stepped sweep operation. In addition, the system's wave 
guide test ports can be moved, eliminating the need for 
custom or flexible waveguide to connect the device under 
test. 

System Block Diagram 
The system block diagram is shown in Fig. 1. A micro 

wave synthesizer driving a frequency multiplier for the 
appropriate waveguide band is used as the RF source. The 
output of the multiplier is fed to an isolator to improve the 

source match, then to a reflectometer made up of two direc 
tional couplers (a dual directional coupler can also be 
used). The couplers sample the incident and reflected sig 
nals for the device under test and feed them to harmonic 
mixers2 that convert the signals directly to the 20-MHz IF 
of the HP 8510B. Isolators placed ahead of the mixers pre 
vent unwanted harmonics generated by the mixers from 
producing spurious responses that would interfere with 
the measurement. An improvement of 15 to 30 dB in 
dynamic range results from effectively dealing with these 
spurs. A microwave sweep oscillator operating in the 3-to- 
6-GHz range acts as the local oscillator for the mixers (a 
microwave synthesizer is required to be used as the LO for 
the V and W bands: 50 to 100 GHz). Preamplifiers are used 
in the IF path to overcome some of the mixer conversion 
loss and bring the IF signal level up to the optimum input 
range for the HP 851 OB. 

The return port is another directional coupler terminated 
with a fixed waveguide load to improve the load match. 
The coupled arm is fed via an isolator to a harmonic mixer 
driven by the same local oscillator as the other two mixers. 
The return port mixer local oscillator uses a long 0.141- 
inch-diameter semirigid cable that can be flexed to allow 

H P  8 5 1 0  S y s t e m  B u s  

HP 851 OOA LO/IF Kit 

H P 7 5 2 D S H P  
91 OA 

HP 11643A-Ser ies  
T e s t  S e t  K i t  

Fig. diagram. Millimeter-wave vector network analyzer system block diagram. 
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insertion of the device under test. A low-pass filter with a 
cutoff frequency just above the upper band edge can be 
used in front of the mixer if desired and will help reduce 
the unwanted harmonics generated by the harmonic mixer. 
It has been found, however, that good performance can be 
obtained in the bands above 40 GHz without the filter. 

The HP 851 OB provides the user interface f or the system, 
allowing the user to set up the measurement conditions 
and display the results. It controls the RF and LO sources, 
setting up the correct frequencies and commanding them 
to step along as the measurement is being made, and phase- 
locking the sweep oscillator used for the LO to the RF 
source with the proper offset that gives a 20-MHz IF. The 
relative magnitudes and phases of the three IF signals are 
measured and displayed by the HP 8510B. 

Sources of  Error 
Two types of errors, systematic errors and noncorrectable 

errors, exist in a network analyzer. Systematic errors repeat 
from measurement to measurement and are independent 
of time and of the device being measured. Because these 
errors repeat, they can be measured and their effects re 
moved from the device measurement.3 The systematic 
errors most often encountered in network analysis are fre 
quency response tracking, directivity, source match, load 
match, and isolation errors. Other errors such as connection 
repeatability, noise, compression, and the effects of spuri 
ous signals are not repeatable and are noncorrectable. 

Systematic Errors 
Frequency response tracking errors are caused by differ 

ences in frequency response between the test and reference 
signal paths. These differences are usually a result of the 
different components in the signal paths and affect both 
transmission and reflection measurements. 

Directivity error is the inability of the directional device 
in the reflectometer to separate the incident and reflected 
waves absolutely. For example, the directivity of a direc 
tional coupler may be only 30 or 35 dB. This means that 
the coupled arm also samples a small amount of the energy 
traveling in the reverse direction, the amount being 30 or 
35 dB lower than the sample of energy traveling in the 
forward direction. The contribution of directivity error to 
the uncertainty of the measurement depends on the device 
and shows up most in reflection measurements, especially 
for devices with low reflection coefficients. 

Source match error is caused by a mismatch between the 
test port impedance and the system impedance. If the test 
port impedance is not equal to the system impedance, re 
flections from the test port can be re-reflected by the device 

D = Direct iv i ty  
T  =  T rack ing  
M  =  Source  Match  

= D+ Tl 
1 - M P  

under test and introduce errors into the measurement. The 
contribution of source match error to the uncertainty of 
the measurement depends on the device and shows up 
most in reflection measurements, especially for devices 
with high reflection coefficients. 

Load match error is caused by a mismatch between the 
return port impedance and the system impedance. If the 
return port impedance is not equal to the system imped 
ance, reflected energy from the return port can be reflected 
again back to the return port by the device under test and 
introduce errors into the measurement. The contribution 
of load match error to the uncertainty of the measurement 
depends on the device and shows up most when measuring 
two-port devices with high output reflection coefficients 
and/or low transmission loss. 

Isolation error is the leakage between the test and refer 
ence signals through the test set and usually is caused by 
crosstalk between the test and reference paths in the test 
set or network analyzer. The contribution of isolation error 
to the uncertainty of the measurement can depend on the 
device under test and occurs most often when making trans 
mission measurements on devices with high transmission 
loss. 

Fig. 2 is a flow diagram of the one-port error model show 
ing the effects of directivity, source match, and reflection 
frequency response errors. Applying simple flow graph 
analysis techniques, we see that the measured reflection 
coefficient is a function of the true reflection coefficient 
and the three error terms. If these error terms are known, 
the true reflection coefficient can be calculated from the 
measured reflection coefficient. Fig. 3 is a flow diagram of 
the two-port error model showing the effects of load match, 
transmission frequency response, and isolation errors. 
Likewise, if these error terms are known, the true scattering 
parameters of the device under test can be calculated from 
the measured scattering parameters. 

Calibration 
Several calibration techniques can be used to measure 

and correct for systematic errors depending on the accuracy 
desired. The techniques that account for the most errors 
require the most measurements and there is often a trade-off 
of effort for results. The three calibration techniques used 
in the millimeter-wave system are frequency response, one- 
port, and one-path two-port. 

Frequency response calibration only corrects for the fre 
quency response tracking errors of the system and assumes 
perfect directivity and perfect source match. It is useful for 

Fig.  2 .  F low d iagram of  one-por t  er ror  model .  

P o r t  1  P o r t  2  

Fig.  3 .  F low d iagram of  two-por t  er ror  model .  
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measuring well-matched devices and for just taking a quick 
look at almost any device. The frequency response calibra 
tion technique is nothing more than a vector normalization. 

One-port calibration corrects for directivity, source 
match, and reflection frequency response errors. This 
technique is useful for making high-accuracy reflection 
measurements on one-port devices. Fig. 4 shows the return 
loss of a fixed load measured with no calibration and with 
a one-port calibration. Note the large amount of ripple 
created by the interference of the directivity error and the 
load reflection when there is no calibration. 

The one-path, two-port calibration technique corrects for 
directivity, source match, load match, transmission fre 
quency response, reflection frequency response, and isola 
tion errors. This technique is useful for measuring two-port 
devices with high reflection coefficients on each port or 
those devices whose performance depends on how they 
are terminated. Fig. 5 shows the return loss of a bandpass 
filter measured with a one-port calibration compared to 
the same measurement with a one-path two-port calibra 
tion. Note the large resonance in the passband that is caused 
by the imperfect load match to the filter. When the load 
match is accounted for, the passband is found to be well-be 
haved. The one-path two-port calibration provides the best 
accuracy for measuring any two-port device when using a 
reflection/transmission-type test set. 

The one-port and one-path, two-port calibration tech 
niques resident in the HP 851 OB are redefined for 

waveguide and are used to calibrate the system. The cali 
bration method is the standard sliding load method com 
monly used for coaxial cable at microwave frequencies. 

At higher frequencies, the waveguide dimensions be 
come so small that it is very difficult to manufacture a 
sliding load with the required precision for use as a cali 
bration standard. An alternate calibration method, called 
the short-line method,4 is provided and requires only a 
fixed load with good repeatability, the same load offset by 
a precisely known quarter-wave delay, a flush short, and 
a short offset by a quarter wavelength. The same quarter- 
wave delay can be used for offsetting both the load and 
the short, minimizing the number of components in the 
calibration kit. This delay is made from a waveguide trans 
mission line about a quarter wavelength long at midband. 
For best accuracy, the line's physical length should be mea 
sured accurately and this value entered into the calibration 
routine. 

Referring to Fig. 2, it can be seen that the measured 
reflection coefficient of each calibration standard is a func 
tion of the standard's actual reflection coefficient and the 
error terms: 

TM = D + TF/(1 - MF) 

Let the true reflection coefficient of the fixed load be Ft 
and the measured value be FL. Then: 

I  o  g  M A G  
R E F  0 . 0  d B  

1 0 . 0  d B /  

r I X E D  L O A D  

H  

No 
Ca l ib ra t ion   

START 39.999999960 GHz 

STOP 59.999997960 GHz 

Fig. 4.  Return loss of  a f ixed load 
measured wi th no cal ibrat ion and 
with a one-port  cal ibrat ion. 
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Â ° 9  M A G  
R E F  0 . 0  d B  

5 . 0  d B /  

One-Path 
Two-Por t  

Cal ibration 

START 31.999998408 GHz 

STOP 37.000000008 GHz 

Fig.  5.  Return loss of  a bandpass 
f i l t e r  m e a s u r e d  w i t h  a  o n e - p o r t  
ca l i b ra t i on  and  w i th  a  one-pa th ,  
two-port cal ibrat ion. 

Let the propagation constant of the quarter-wave line be 
e" where x = (a + jp)l, the round trip loss and electrical 
length of the line. Then the measured reflection coefficient 
of the load offset by the quarter- wave line is: 

rLD = D + Triex/(i - Mr,ex) 

The short is assumed to be perfect, so its reflection coef 
ficient is â€” 1. The measured reflection coefficient of the 
short is then: 

rs = D + T(-l)/[l - M(-l)] = D - T/(l + M) 

Finally, the measured reflection coefficient of the short 
offset by the quarter-wave line is: 

rSD = D + T(-l)ex/[l - M(-l)ex] = D - Tex/(l + Me") 

The above steps result in four independent equations in 
four unknowns: directivity, source match, tracking, and 
the reflection coefficient of the fixed load. Solving these 
equations and accounting for the electrical length of the 
quarter-wave line as a function of frequency yields the 
error coefficients that are then used by the HP 8510B for 
correcting the measured data. 

To simplify the computation required to solve the four 

S 2 1  l o g  M A G  
REF 0.0 dB 

0.05 dB/ 

START 
STDP 

33.000000030 GHz 
49.999992030 GHz 

F ig .  6 .  Repea tab i l i t y  o f  magn i tude  response  fo r  t h ree  con  
secut ive  measurements  o la  10-cm waveguide sect ion us ing 
a 101 -data-point,  one-path, two-port  cal ibrat ion. 
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simultaneous equations, several assumptions are made. 
The quarter-wave delay is considered to be a perfect 
waveguide whose electrical parameters can be calculated 
from its physical dimensions, although loss can be ac 
counted for if desired. In addition, it is assumed that the 
uncorrected directivity and source match are reasonably 
good and that the fixed load is of reasonably good quality. 
Errors in the calibration results are on the order of the 
third-order products of these terms. Thus, if directivity, 
source match, and the return loss of the fixed load are at 
least 35 dB, the errors introduced by the assumptions will 
be more than 105 dB down or about six parts per million. 

Noncorrectable Errors 
Noncorrectable errors are not repeatable over time or 

from device to device and therefore cannot be measured 
and subtracted from future measurements. Examples of 
noncorrectable errors are noise, spurious responses, 
changes in magnitude or phase caused by cables flexing 
within the system, and connection repeatability. 

Trace noise is typically a few thousandths of a dB at 26.5 
GHz, increasing to approximately 0.02 dB at 100 GHz. The 
noise floor ranges from approximately -90 dB with respect 
to a through connection at 26.5 GHz to approximately -75 
dB at 75 GHz. 

Flange connection repeatability and cable repeatability 
are major contributions to error after calibration. By improv 
ing the precision of the waveguide flange, repeatability 

S 2  1  l o g  M A G  

REF 0.0 dB 

10.0 dB/ 

errors are reduced to below the level of residual systematic 
errors after correction.5 

Cable repeatability is also important, especially in the 
cable supplying the local oscillator signal to the port 2 
mixer. Cable phase stability is sensitive to movement and 
temperature. Cable phase also "creeps" for hours after 
major deformations, often resulting in three to five degrees 
of phase shift at millimeter-wave frequencies. If the elastic 
limit is not exceeded, performance is much better â€” about 
Â±1 degree. 

System Performance 
Noncorrectable or random errors are minimized by using 

a low-noise synthesized signal source, waveguide compo 
nents with good mechanical stability and low signal leak 
age, and precision waveguide flanges on the test ports for 
excellent connection repeatability. 

Systematic errors are minimized by calibrating the sys 
tem using a precisely dimensioned sliding load, quarter- 
wave line, and fixed load from the HP 11 644 A millimeter- 
wave calibration kit. 

Two measurements emphasize the advantages of error 
correction and precision connections at millimeter-wave 
frequencies. Fig. 6 shows the repeatability of the magnitude 
response for three consecutive measurements of a 10-cm 
waveguide section using a 101-data-point, one-path, two- 
port calibration. The 10-cm section is disconnected and 
reconnected for each measurement. Fig. 7 shows the mag- 

H  

START 26.500000008 GHz 

STOP 40.000000008 GHz 

F ig .  7 .  Magn i tude  response  o f  a  
bandpass f i l te r  centered on 34.4  
GHz using a 201 -data-point, one- 
path ,  two-por t  ca l ib ra t ion  and an 
averaging factor  of  2048. 
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nitude response of a bandpass filter centered on 34.4 GHz 
using a 201-data point, one-path, two-port calibration and 
a averaging factor of 2048. Note the high dynamic range, 
low noise floor, and absence of spurious responses. Fig. 8 
shows the phase and group delay response of the same 
filter. 

Time-Domain Measurements 
The power of time-domain analysis is shown in Fig. 9, 

which shows the reflection coefficient in the time domain 
of a waveguide-to-2.4-mm-coaxial-line adapter terminated 
with a precision air line and a coaxial load. By loosening 
connections, it was verified that the large response was 
caused by the waveguide-to-coax transition. The markers 

show the location of the time-domain gate used to separate 
this response from the others. Fig. 10 shows the frequency- 
domain plot of the transition after gating out the reflections 
caused by the waveguide flange and fixed load. Using this 
setup, it was possible to optimize the waveguide-to-coax 
transition without interference from the waveguide flange 
or the fixed termination. 
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Millimeter-Wave Source Modules 
Dr iven by  a  microwave source,  these modules  doub le  or  
t r ip le the input  f requency to generate output  f requencies 
in the mi l l imeter-wave range. 

by Robert  D.  Albin 

THE PRIMARY GOAL of Hewlett-Packard's milli 
meter-wave source modules is to provide perfor 
mance at millimeter- wave frequencies similar to that 

available in the microwave bands. This includes leveled 
output power exceeding 3 dBm at frequencies up to 60 
GHz with good frequency flatness. The design goals also 
included a leveled source match comparable to HP's cur 
rent microwave sweep generator family. Convenience of 
use was another consideration. The output of the source 
modules is in waveguide. Connecting instruments in the 
rigid environment of waveguide can be cumbersome. By 
providing input to a module via a flexible coaxial cable, 
the module can be positioned easily near the waveguide 
test system. 

The block diagram of a millimeter-wave source system 
is shown in Fig. 1. The microwave source shown can be 
any source such as a sweep generator or synthesized source 
that covers the ll-to-20-GHz range. The output of the mi 
crowave source is amplified by the HP 8349B Microwave 
Amplifier. The output of this amplifier drives the input of 
the millimeter-wave source module through some length 

of coaxial line. Since the coaxial line introduces loss, it is 
necessary to amplify the signal inside the source module. 
The amplified signal drives a diode multiplier which has 
its output in waveguide. A portion of the multiplied output 
signal is directionally coupled to a leveling detector. The 
output of this detector is then fed back to the modulator 
in the microwave source. This approach eliminates the 
need for a modulator at millimeter-wave frequencies, an 
approach that would have lowered the power available at 
the source module output significantly because of the 
losses introduced by the modulator. 

The frequency of the signal required to drive the source 
module depends on the waveguide band. The HP 83554A 
Source Module uses a frequency doubler that converts an 
input signal of 13.25 to 20 GHz to an output of 26.5 to 40 
GHz (R band). The HP 83555A Module uses a tripler to 
convert an ll-to-16.7-GHz input signal to an output of 33 
to 50 GHz (Q band). Similarly, the HP 83556A triples an 
input of 13.33 to 20 GHz to an output of 40 to 60 GHz (U 
band). 

The transmission medium used for the frequency multi- 

H P 8 3 4 9 B  

S o u r c e  A m P " f l e r  
M i l l i m e t e r - W a v e  
S o u r c e  M o d u l e  

W a v e g u i d e  
O u t p u t  

Fig. 1 . Simplif ied block diagram of 
a mi l l imeter-wave source system. 
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Dielectric Substrate 

Metal l izat ion 

Waveguide Interior 

Fig.  2 .  Example of  a  f in l ine s t ructure.  A d ie lect r ic  subst ra te 
with an exponential impedance transit ion metall ization pattern 
located in the center  of  the waveguide is  used to couple the 
RF energy into the c i rcui t ry  that  can be mounted on the sub 
strate. 

plier, leveling coupler, and leveling detector is finline. A 
fused-silica substrate is mounted in the maximum electric 
field region of the waveguide. This occurs in the center of 
the guide (see Fig. 2 for a simplified finline structure). 
Energy propagating in the waveguide is coupled first into 
the dielectrically loaded waveguide. It is necessary to intro 
duce the substrate material gradually or reflections will 
occur. This is accomplished with a linear cut of the dielec 
tric substrate. A linear slice results in good return loss and 
is relatively easy to manufacture. 

After the energy is coupled into the dielectrically loaded 
guide, metallization is introduced from the top and bottom 
of the waveguide. This thin-film metallization provides an 
exponential transition of impedance from the dielectrically 
loaded guide to a narrow gap formed by the metallization. 
The narrow gap is the finline region in which the RF energy 
propagates in a transverse electric (TE) mode. This gap is 
convenient for mounting beam-lead multiplier or detector 
diodes. 

Frequency multiplication to 60 GHz is accomplished 

using a diode tripler. Generation of odd harmonics is usu 
ally done by symmetrical distortion of a sinusoidal 
waveform. If the distortion is perfectly symmetrical, no 
even-order harmonics of the input signal will be present. 
A self-biasing antiparallel diode topology (Fig. 3) is used 
for the HP 83555A and HP 83556A Modules. The tripler 
is driven by a source impedance which is typically 50 
ohms. The input signal propagates through a distributed 
low-pass filter that provides proper signal routing and ter 
mination of the various harmonics. When the input signal 
achieves an adequate negative or positive amplitude, one 
of the diodes turns on. This results in clipping of the 
waveform and generation of odd harmonics. A bandpass 
filter at the output ensures that only the third harmonic 
reaches the load resistor. 

The self-biasing arrangement allows the tripler to attain 
low conversion loss for frequencies up to the third har 
monic at very high input power (25 dBm). The time con 
stant of the parallel resistors and capacitors is long com 
pared to the incoming signal. This rectifies the incoming 
signal and generates a dc voltage at the internal nodes of 
the tripler (V and â€”V). This dc voltage increases with in 
creasing RF power to the tripler. Without the self-biasing 
feature, the diodes would clip the incoming signal when 
its amplitude exceeded the barrier height of the diodes. 
This would result in saturation at high power levels. The 
presence of the floating dc voltage causes clipping at higher 
voltage levels and greatly reduces tripler conversion loss 
over a wide input power range. Conversion loss for the 
tripler is typically 16 dB at 60 GHz. 

The tripler is realized in a finline structure using a beam- 
lead diode mounted across the finline gap. A close-up view 
of this gap inside the waveguide is shown in Fig. 4. The 
fundamental frequency enters through a coplanar wave- 

(cont inued on page 21)  

Low-Pass Filter 
(Coplanar Waveguide) 

Finline Metallization 

Thin-Film Capacitor 

Fig.  3.  Sel f -b iasing t r ip ler  c i rcui t .  Fig.  4.  Finl ine tr ip ler structure. 
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R T 2  

Module 
Diode 

Detector 

0.5V GHz 

F i g .  2 .  B l o c k  d i a g r a m  o f  m i l l i m e t e r - w a v e  s o u r c e  m o d u l e  
analog circui t ry.  

capab i l i t y  i n  add i t i on  to  s imp le  ou tpu t  power  con t ro l .  I n  fac t ,  
these modulat ion features can be a s igni f icant  factor  for  a user  
cons ide r i ng  a  new  sou rce .  Wh i l e  t he  bas i c  p r i nc i p l es  beh ind  
ALC opera t ion  a re  s imp le ,  mos t  modern  des igns  a re  no t .  The  
mi l l imeter-wave source modules use the source dr iver 's level ing 
c i rcui t ry  to conserve space.  

The modules  incorpora te  an in tegra ted coup ler  and detec tor  

to sample the module's output power. Because a diode detector 's 
o u t p u t  i s  t y p i c a l l y  n o t  l i n e a r  w i t h  p o w e r ,  t e m p e r a t u r e ,  o r  f r e  
quency,  some condi t ion ing is  necessary before sending the s ig  
n a l  b a c k  t o  t h e  s o u r c e .  F i g .  2  s h o w s  a  b l o c k  d i a g r a m  o f  t h e  
c i rcui t ry  used in the source modules.  The diode detector  output  
is  f i rs t  ampl i f ied by a  fac tor  o f  5  to  improve the bandwidth  and 
s l e w  r a t e  p e r f o r m a n c e  a t  l o w  p o w e r  l e v e l s .  T h e  l o g a r i t h m i c  
amplif ier is a special design with external inputs for compensating 
the temperature  dependence o f  both  i ts  own logg ing t rans is tor  
and  the  d iode  de tec to r .  Two  the rm is to rs ,  RT1  nea r  t he  d iode  
detector  and RT2 near the logging t ransistor ,  are used to sense 
the ambient  temperature of  each device.  To compensate for  the 
detector 's  loss in sensi t iv i ty  at  h igh power levels,  an adjustable 
cur ren t  source  se ts  the  input  leve l  a t  wh ich  the  logger  ga in  in  
c reases.  F ina l ly ,  the  f requency response o f  the  d iode detec tor  
is smoothed by adding a correct ion vol tage to the logger output.  
T h i s  s e n t  s i g n a l  i s  d e r i v e d  f r o m  t h e  O . S V / G H z  s i g n a l  s e n t  
to the module f rom the source dr iver using a simple diode break 
point  scheme. 

A l l  o f  t he  compensa t i ons  men t i oned  above  a re  i nd i v i dua l l y  
ta i l o red  fo r  each  de tec to r  d iode .  Thus ,  the  vo l tage  RF LEVEL 
re tu rned  to  the  sou rce  d r i ve r  i s  an  accu ra te  i nd i ca t i on  o f  t he  
module's output power in dBm. The source dr iver uses this infor 
m a t i o n  t o  d i s p l a y  a n d  c o n t r o l  t h e  p o w e r  a t  t h e  o u t p u t  o f  t h e  
source module.  

John R.  Regazz i  
Development  Engineer  

Network Measurements Div is ion 

(cont inued f rom page 19)  

guide line. The input low-pass filter is formed by a series 
of alternating low and high-impedance transmission lines. 
The tripler diode is an integrated beam-lead device 
mounted directly across the narrow finline gap. The gener 
ated third harmonic propagates in both directions from the 
diode. Therefore, a quarter-wave backshort in the finline 
metallization is required to reflect the signal in the desired 
direction. The tripled signal propagates down the gap and 
couples into the waveguide via the exponential impedance 
transition formed by the thin-film metallization. The thin- 
film capacitor shown in Fig. 4 provides RF continuity and 
self-bias holding. In addition, the diodes are biased to re 
duce conversion loss at low power levels. 

A probe coupler (Fig. 5) is included in the integrated 
microcircuit to provide leveled output power. The metallic 
coupling probes are photolithographically printed on a 
fused-silica substrate. A clear overlay substrate placed on 
top of the probe pattern isolates the probes from the 
waveguide housing and provides symmetry to the elec 
tromagnetic fields. The metallic probes extend partially 
into the main waveguide and sample a portion of the energy 
in this guide. This sampled energy is transferred through 
the waveguide housing and radiated by the portion of the 
probes extending into the coupled waveguide. Since the 
probes are spaced one quarter-wavelength from each other, 
a forward wave is transmitted and a reverse wave is sup 
pressed. The coupling probe shape is optimized for fre 
quency flatness and directivity. Typical performance of 
this type of coupler is 16-dB (Â±1.5 dB) coupling with 17-dB 
directivity over a waveguide band. 

Once a portion of the main waveguide output power is 
coupled to the second waveguide it must be detected. In 

the millimeter-wave source modules this is accomplished 
by a finline detector. The energy propagating in the coupled 
guide is coupled first into the fused silica dielectric. Finline 
metallization similar to the exponential impedance trans 
ition previously described is then introduced. A close-up 
of the narrow finline gap region in the vicinity of the detec 
tor diode is shown in Fig. 6. 

The incoming RF causes conduction in the diode, result- 
(con l inued on page 23)  

Half of 
Coupled 

Waveguide  

Coupler  Substrate 

Overlay Substrate 

Printed Probes on 
Coupler  Substrate 

Hal f  of  Main Waveguide 

Fig.  5 .  Pr in ted probe coupler  s t ructure.  The foreground ha l f  
o f  the  coup led  and  ma in  wavegu ides  has  been  removed  to  
show the posi t ion of  the probes.  

APRIL  1988 HEWLETT-PACKARD JOURNAL 21  

© Copr. 1949-1998 Hewlett-Packard Co.



2-GHz-to-20-GHz Amplifier 

HP's mi l l imeter-wave source program rel ies upon an interface 
t o  a  h i g h - p o w e r  2 - t o - 2 0 - G H z  s o u r c e .  A  h y b r i d  m i c r o w a v e  
ampl i f ie r  p rov ides th is  power  as  the output  ampl i f ie r  in  the  HP 
83550A RF Plug- in  and is  a lso avai lab le as the s tand-a lone HP 
8349B Microwave Amplif ier. For those users who want to upgrade 
the i r  ex i s t i ng  sources  w i th  m i l l ime te r -wave  capab i l i t y ,  t he  HP 
8349B Ampl i f ie r  p rov ides  RF and dc  power  to  HP 's  mi l l imeter -  
wave source modules. Power can be leveled at  ei ther the output 
of the source module or at the output of the microwave ampli f ier.  
The power of the leveling detector is indicated on the HP 8349B's 
output power display.  The HP 8349B also contains interface con 
trol  c ircui try that automatical ly selects the proper system control  
when the mi l l imeter -wave source module is  connected or  when 
the instrument is  used in stand-alone appl icat ions.  

The hear t  o f  the  HP 8349B is  a  2 - to -20-GHz ampl i f ie r  and  a  
2- to-20-GHz di rect ional  detector  real ized in a s ingle microwave 
integrated circuit  (see Fig. 1).1 

Ripple cancel lat ion is the design technique used to create the 
broadband ampl i f i ca t ion .  Add ing  the  ga in  r ipp les  o f  each in te r  
mediate s tage creates the composi te  response.  By s tagger- tun 
ing^  the  in te rs tage r ipp les ,  i t  i s  poss ib le  to  p roduce a  leve l  re  
sponse (Fig.  2) .  The interstage e lements are merely phase rota 
t ions of  one,  three,  or  f ive quar ter  wavelengths at  20 GHz.  The 
lengths result  in one, two, or three r ipple responses. More r ipple 
in te rs tage responses can be used,  bu t  sens i t i v i t y  su f fe rs .  The 
three-r ipple response was found to be the best trade-off between 
f latness and device sensi t iv i ty.  

The ampl i f ier  design uses s ix stages to achieve the f inal  gain 
level (Fig. 3).  A 3-dB attenuator is employed in front of the ini t ial  
stage to improve the input match. The f i rst  two ampl i f ier  stages, 
w h i c h  b o o s t  t h e  p o w e r  l e v e l  t o  1  1  d B m ,  a r e  l o w - p o w e r  g a i n  
sections constructed around 280x0. 5-Â¿un GaAs FETs. The next 

A  4  I n t e r s t a g e  
3 / 1 . 4  I n t e r s t a g e  
5 X / 4  I n t e r s t a g e  

F r e q u e n c y  

Fig .  2 .  By  mod i fy ing  the  r ipp le  responses  o f  each  s tage  in  
an amplif ier using different mult iples of quarter-wave sections 
( top),  the responses can be summed to y ie ld a l inear overal l  
response (bot tom).  The resul t  us ing three d i f ferent  r ipp le re 
sponses is shown. 

Fig. 1 . The heart of the HP 83496 
M i c r o w a v e  A m p l i f i e r  i s  t h i s  s i x -  
s t a g e  m i c r o w a v e  i n t e g r a t e d  c i r  
cui t  module. 
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3 -<JB  Pad  

Fig.  3 .  B lock d iagram of  2- to-20-GHz ampl i f ie r  used in  the HP 83496.  
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F r e q u e n c y  ( G H z )  

18.0 22 .0  F ig .  4  HP  8349B  Amp l i f i e r  ou t  
put  per formance.  

t w o  s t a g e s  a r e  m e d i u m - p o w e r  d r i v e r  s t a g e s  t h a t  e m p l o y  
750x0. 5-Â¿im GaAs FETs. These stages br ing the dr ive level to 
1 8 dBm. The fifth stage relies on a matched dual-cell device with 
ga tes  f o rm  i n  pa ra l l e l  and  d ra ins  t apped  i nd i v i dua l l y  t o  f o rm  
an act ive power d iv ider .  The last  s tage is  a dual -ce l l  1500x0.5-  
/Â¿m GaAs FET whose cel ls are dr iven in paral lel  and combined 
through a  K lopfenste in  tapered power  combiner .2 '3  Th is  s tage 
br ings the power output  level  to 23 dBm (Fig.  4) .  Fol lowing th is  
s tage ,  a  22 -GHz  l ow-pass  f i l t e r  a t t enua tes  the  unwan ted  ha r  
monics generated from fundamental  inputs higher than 1 1 GHz. 
The directional coupler/detector is the last element in the amplif ier 
package and has a directivi ty of at least 13 dB from 2 to 20 GHz. 
A matching network on the coupler  c i rcu i t  matches and f la t tens 
the response of the low-barr ier si l icon diode used in the detector 
circuitry. 

The  HP 8349B Mic rowave  Ampl i f i e r  i s  the  on ly  2 - to -20-GHz 

amplif ier with 20-dBm output power that is currently commercial ly 
ava i lab le .  Wi th  th is  component  i t  i s  poss ib le  to  move the  mi l l i  
meter-wave source module to the device under test and sti l l  have 
ample RF power to  dr ive the source module.  

References 
1.  J .  Meyer .  "Broadband Ampl i f ie r  A ids Test  Equipment , "  Microwaves & RF,  Vol .  22,  
no.  13,  December 1983.  pp.  89-94.  
2  R  W .  D e s i g n , "  " A  T r a n s m i s s i o n  L i n e  T a p e r  o f  I m p r o v e d  D e s i g n , "  P r o c e e d i n g s  
ol  the IRE. Vol .  44,  no.  1,  January 1956,  pp 31-35.  
3 ,  MA.  Grossbe rg .  "Ex t reme ly  Rap id  Compu ta t i on  o f  t he  K lop fens te in  Impedance  
Taper. "  Proceedings o l  the IEEE, Vol .  56,  no.  9,  September 1968,  pp.  1629-1630.  

Jef f rey  W.  Meyer  
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Mary K.  Koenig  
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(continued from page 21 ) 

ing in a dc voltage at the detector output that is proportional 
to the power incident upon the structure. The resistor 
shown in Fig. 6 is a thin-film resistor that provides broad 
band matching. The finline backshort is located less than 
a quarter wavelength away so that it appears to be inductive 
at the plane of the detector diode. This inductance reso 
nates with the junction capacitance of the diode to improve 
detector match. The thin-film capacitor provides RF con 
tinuity. By selecting the finline backshort length properly, 
this type of detector can achieve a 10-dB return loss and 
a detector flatness of Â±1 dB across the 40-to-60-GHz 
waveguide band. The diode used is a low-barrier planar 

doped device.1 This zero-biased gallium-arsenide diode is 
very stable over temperature. Consequently, the source 
modules can be operated at low output power levels of 
-10 dBm with little thermal drift. 

The integrated multiplier package is shown in Fig. 7. A 
mating cover bolted to the base completes the waveguides. 
The output of the millimeter-wave source module amplifier 
is input via the coaxial transition at the back of the multi 
plier package. The fundamental energy propagates through 
the coplanar waveguide low-pass filter to the multiplier 
diodes. The main waveguide slot shown in Fig. 7 extends 
back to the tripler circuit. The third harmonic propagates 

APRIL 1988 HEWLETT-PACKARD JOURNAL 23 

© Copr. 1949-1998 Hewlett-Packard Co.



Detector 
Output 

Q 

RF Input .  

Finline 
Metallization 

Thin-Film Capacitor 

Fig.  6.  F in l ine detector  st ructure.  

down the finline slot and exponential transition into the 
dielectrically loaded guide just before the coupler. Most of 
the tripled signal propagates through the coupler substrate, 
which is cut at an angle to prevent reflections. After the 
millimeter-wave signal is in free waveguide, the signal 
travels to the front of the instrument. The small amount of 
forward signal coupled to the second waveguide enters the 
finline detector. The output of this detector is fed back to 
the modulator in the microwave source for amplitude level 
ing. Signals reflected back into the source module in the 
main waveguide are also coupled into the second 
waveguide. Therefore, it is necessary to terminate the sec 
ond waveguide with a lossy material. This is accomplished 
by printing a film of tantalum nitride on the coupler sub 
strate. The pattern introduces this lossy material gradually 
to prevent reflections. Typical performance of a 40-to-60- 
GHz HP 83556A Source Module is shown in Fig. 8. 

Source Module Ampl i f ier  
The microwave signal that reaches the input to the mil 

limeter-wave source module is attenuated by the loss in 
the coaxial cable that drives the instrument. To achieve 
maximum output power in the millimeter band it is neces 
sary to amplify this signal before driving the diode multi- 

Coupled Waveguide Termination 

Detector 
Finline 

-Tripler Finl ine 

"Coupler Finline 

- Coupled Waveguide 

- Main Waveguide 

Fig.  7.  Integrated f in l ine mult ip l ier  for  generat ing mi l l imeter-  
wave signals from microwave excitat ion. See cover for actual 
device. 

plier. Because the microwave sweep generators used in the 
millimeter system are themselves multiplied sources, un 
wanted multiplied products will be present at their output. 
These unwanted signals can be mixed by the diode multi 
plier up into the millimeter-wave band, resulting in de 
graded harmonic performance of the source module. For 
this reason it is necessary that the amplifier inside the HP 
8355x Source Modules reject the unwanted subharmonics. 
This internal amplifier is completely realized in microstrip 
on sapphire substrates. 

The amplifier is required to operate in the ll-to-20-GHz 
range. Since it is used with several different multipliers, 
depending on the band, it must have good output match. 
For this reason, the quadrature splitting topology shown 
in Fig. 9 was chosen. The incoming microwave signal is 
split by a single-section Wilkinson splitter. The input and 
output matching circuits are designed to match the gallium 
arsenide field-effect transistors (GaAs FETs) into 50 ohms. 
Ml and M2 are distributed transmission lines in microstrip. 
Assuming the devices are symmetrical, there are equal re- 
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O  

Ã̄  

3  - -  

1 -  -  
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Frequency (GHz)  

56 60 Fig.  8.  Typical  performance of  HP 
83556A Source Module.  
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Splitter 

F i g .  9 .  Q u a d r a t u r e  a m p l i f i e r  c i r  
cuit. 

Varactor- 
Tuned 

High-Pass F i l te r  

flections at the inputs to the matching circuits. An addi 
tional length of 50-ohm transmission line that is one quarter 
wavelength long at midband is seen by one path. This 
means that the two reflected waves will arrive back at the 
splitter 180 degrees out of phase and be cancelled by the 
resistor. The forward wave sees an additional phase shift 
caused by the extra 50-ohm line before the output splitter 
and recombines constructively. The output match for this 
type of topology is 10 dB across the ll-to-20-GHz range. 

A basic layout of the millimeter-wave source module 
amplifier is shown in Fig. 10. At the input of the amplifier 
is a tunable high-pass filter to reject subharmonics. This 
filter uses gallium arsenide varactor diodes to tune the 
corner frequency from 12 to 19 GHz. The signal is split 
after the tunable filter and quadrature shifted to drive two 
GaAs FETs with 500-fj.m gate widths in parallel. The output 
of the two devices of the first stage drives the input of two 
900-/um-gate GaAs FETs. The output of the second stage is 

F ig .  10 .  M i l l ime te r -wave  sou rce  
module ampl i f ier .  

recombined after phase shift. Before the third stage is a 
notch filter which also serves to reject subharmonics. The 
final stage is another quadrature topology using two 900- 
/xm-gate GaAs FETs. To attenuate any second harmonic 
generated by the amplifier, a fixed low-pass filter is placed 
at the output. The millimeter amplifier is specified to have 
9 dB of gain with 23-dBm output power at 20 GHz. Satu 
rated output power typically is 25 dBm. 
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High-Power Microwave Source for 
Millimeter-Wave Generation 
This plug-in can serve directly as a high-power 8-to-20-GHz 
source or as a driver for a family of millimeter-wave sources. 

by Alan Yamada Bloom, Roger R. Graeber, Kenneth A. Richter, Andrew N. Smith, and Ronald T. Yamada 

THE HP 83550A RF PLUG-IN for the HP 8350B Sweep 
Oscillator was conceived as a low-cost microwave 
driver for the HP 8355x family of millimeter-wave 

source modules. The HP 83550A also functions well as a 
stand-alone high-power 8-to-20-GHz source. Incorporating 
this dual personality into one instrument without compro 
mising performance presented a major design challenge. 

When connected to an HP 8355x Source Module, the HP 
8350B with the HP 83550A displays the millimeter-wave 
output frequency directly. The detector and associated 
power-level correction circuitry are located in the source 
module for best accuracy â€” the HP 83550A displays the 
power level at the millimeter-wave output, not at the output 
of the HP 83550A itself. The source module thus becomes 
completely transparent to the user, with the front panels 
of the HP 8350B and HP 83550A acting exactly as if the 
plug-in were operating directly at millimeter-wave frequen 
cies. Complete programmability of all functions is also 
maintained because the instrument firmware performs all 
the needed conversions. 

The heart of the HP 83550A is an 8-to-20-GHz YIG 
(yttrium-iron-garnet) oscillator (Fig. 1). Because this oscil 
lator operates directly at the microwave output frequency, 
nonharmonic spurious signals are reduced to a minimum. 

The ALC (automatic level control) modulator, the output 
coupler/detector, and the associated processing circuitry 
accurately control the output power level. The pulse mod 
ulator is used for both high-speed external pulse modula 
tion and internal square-wave modulation to ensure com 
patibility with HP scalar network analyzers. For a more 
detailed description of these and other standard features 
of HP 835xx plug-ins, see references 1 and 2. 

The power amplifier provides 20-dBm output power 
from 8 to 18 GHz, and 18 dBm up to 20 GHz on no-option 
units. Since less than 17 dBm is required to drive the mil 
limeter-wave source modules, an external amplifier is not 
needed. For those applications requiring outputs less than 
0 dBm, an optional output attenuator can be used to de 
crease the minimum power output to â€”50 dBm. 

System Considerat ions 
Before design work on the plug-in could begin, we 

needed a detailed system specification that described the 
RF, analog, power supply, and digital interfaces between 
the microwave source and millimeter-wave source mod 
ules. Careful attention to interface specifications guaran 
tees that each millimeter-wave source module will meet 
its specifications when connected to any HP 83550A in 

Integrator Power-Level 
Reference 

.    F r o m  M i l l i m e t e r - W a v e  
~~ Source Module 

R F O u t  

Auxil iary Output 
(Option 006) 

Fig. 1 . Simplified block diagram of the HP 83550 A RF Plug-in. 
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any HP 8350B. 
System requirements affected nearly every circuit in the 

plug-in. For example, harmonic suppression is important 
for a microwave sweeper, but is not a major concern when 
using the HP 83550A to drive the millimeter-wave source 
modules since the modules include filtering of their own. 
Above 11 GHz, harmonics are specified at -20 dBc. The 
HP 83550A performance is typically better than this be 
cause sig amplifier's built-in low-pass filter attenuates sig 
nals above 22 GHz (see box on page 22). 

To achieve acceptable stand-alone source performance 
below 11 GHz, we had to modify the amplifier to reduce 
the harmonics. Both the unmodified amplifier and the YIG 
oscillator are specified at â€”20 dBc. A worst-case analysis 
assumes that at some frequency the harmonics generated 
from each source will be in phase. This means the total 
harmonic signal can have up to twice the voltage amplitude 
of either source alone, resulting in a net instrument perfor 
mance of only â€”14 dBc. 

Since the modulators can contribute some harmonic dis 
tortion of their own, clearly we were going to have trouble 
guaranteeing the instrument specification of -15 dBc 
below 11 GHz. The amplifier was modified to increase its 
gain at the low end of the band (8 to 11 GHz). This gain 
slope in effect turns the amplifier into a low-pass filter that 
attenuates the second and higher harmonics by several dB 
relative to the fundamental. The extra 5-dB gain at the low 
end of the band does, however, increase the attenuation 
requirements of the ALC modulator. Attenuation require 
ments are stretched further by the millimeter-wave source 
modules. Since the output of some modules is specified 
down to -5 dBm, and their insertion loss can be as low 
as 0 dB, the HP 83550A must be able to attenuate its output 
down to - 5 dBm, not 0 dBm as the instrument specification 
would imply. When the effects of gain compression in the 
HP 83550A's internal amplifier and the sum of the gain 
variations and tolerances of all the other components in 
the RF chain are added to the above considerations, the 
plug-in requires a 60-dB modulator to meet its 20-dB output 
ALC range specification. 

The effective frequency accuracy of a nonsynthesized 
sweeper such as the HP 83550A can be improved by 
measuring the output with a frequency counter or by using 
an external phase-locked loop. Unfortunately, this would 
require an expensive millimeter-wave frequency counter 
and a millimeter-wave coupler which would degrade the 
source match and add insertion loss. To avoid this require 
ment, the HP 83550A's optional auxiliary output allows 
the user to drive a counter or phase-locked loop at the 
fundamental frequency. Since the internal coupler is 
placed before the ALC and pulse modulators in the RF 
chain (Fig. 1), and the YIG oscillator runs continuously, 
this signal is available even during pulse modulation or 
RF blanking. 

The decision to allow the YIG oscillator to run continu 
ously caused a potential problem when using the HP 
83550A as a stand-alone microwave source with the HP 
8757A Scalar Network Analyzer. When used in dc mode, 
the HP 8502x dc detector probes require a calibration cycle 
with no RF power applied. No RF power, in this case, is 
defined as less than - 70 dBm. Simply turning off the ALC 

and pulse modulators in the HP 83550A does not guarantee 
enough attenuation of the YIG oscillator signal under worst- 
case conditions. Had the HP 83550A been designated as a 
source module driver only, this would not have been a 
problem, since the source modules' insertion loss increases 
nonlinearly at low power levels. The solution is to turn off 
the power to the internal microwave amplifier in the HP 
83550A during the HP 8757A calibration cycle. Since the 
amplifiers can have enough broadband noise to upset the 
HP8757A calibration by themselves, turning off the 
amplifier solves this problem too. 

High-Performance Pulse Modulat ion 
We wanted the HP 83550A/8355x millimeter-wave source 

module system to have good fast pulse performance. To 
accomplish this goal, a separate fast pulse modulator with 
typical rise and fall times of 25 ns was added after the 
slower ALC modulator (see Fig. 1). 

The major factor limiting minimum pulse width (1 /us 
typical) is not the rise and fall times, but the acquisition 
time of the track-and-hold circuit. Other HP 8350 plug-ins 
handle this problem by incorporating a special unleveled 
ALC mode. Whenever the operator sets the instrument to 
maximum displayed (unleveled) power, the system micro 
processor enables a special high-performance pulse mode 
by forcing the track-and-hold circuit to track continuously. 

While this method does allow narrow (typically less than 
100 ns) pulse widths, it does so only at maximum unleveled 
power. The HP 83550A includes a feature called open-loop 
mode that breaks the ALC feedback path and uses the out 
put of the power level reference circuit to control the ALC 
modulator directly. 

Although open-loop mode was originally intended as a 
service feature for troubleshooting the ALC circuitry, we 
found it useful for obtaining high-performance pulse oper 
ation while still retaining some control over the power 
level. Swept power level flatness is poor in this mode, 
depending on the unleveled flatness and gain slope of the 
entire RF chain (typically 15 to 20 dB across the band). 
For CW or narrow sweeps, however, a front-panel adjust 
ment is provided for calibrating the output level with a 
power meter. Although not specified, the relative accuracy 
of the power display at a single frequency typically remains 
within 10% over the O-to-20-dBm power range. 

F ig .  2 .  Low- f requency  equ iva len t  c i r cu i t s  o f  t he  pu lse  and  
ALC modulators.  
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Each modulator consists of a number of pin diodes con 
nected in shunt with the signal path. At low (sub-RF) fre 
quencies, the diodes in each set appear in parallel and can 
be represented by one equivalent diode connected through 
the RF coupling capacitors to the diode of the other mod 
ulator (Fig. 2). A dc return was introduced to minimize a 
serious video feedthrough problem between the two mod 
ulators. At the instant that the pulse modulator goes from 
the forward current (RF off) state to the reverse-bias (RF 
on) state, a 7V peak-to-peak pulse is capacitively coupled 
to the ALC modulator. Before the dc return was added, this 
momentary reverse bias caused a full-power spike to appear 
on the output (Fig. 3a). Since some HP 83550A plug-ins 
can produce nearly 0.5 watt (27 dBm) at some frequencies, 
the spike threatened to damage any sensitive device that 
might be connected. The dc return adds a small RF choke 
in shunt to ground and a small (1 pF) capacitor in series 
between the two modulators to eliminate the video feed- 
through. 

Product Design 
The major mechanical design challenges in the HP 

83550A were heat control and serviceability. The most im 
portant and challenging of these considerations was control 
of the internal temperature rise. Roughly half of the power 
dissipated in the plug-in is generated by the current through 

the main coil of the YIG oscillator. In a YIG oscillator, the 
frequency of oscillation is directly proportional to the in 
tensity of the magnetic flux imposed on the YIG sphere. 
That is, a 20-GHz YIG oscillator requires twice the field 
strength of a 10-GHz oscillator. The flux can be increased 
without increasing the coil drive current by adding more 
turns to the coil, but this also increases the inductance. 
Since the inductive voltage drop is directly proportional 
to the inductance and the sweep rate (V == Ldi/dt), the 
maximum allowable inductance is limited by the available 
power supply voltage and maximum sweep speed desired. 

In the HP 83550A, approximately 1A at 40V is required 
to operate the YIG oscillator at 20 GHz, resulting in typi 
cally 40 watts of internal dissipation from this source alone. 
Absolute worst-case power dissipation for the entire plug- 
in is approximately 88 watts. 

All the RF components and major heat-dissipating ele 
ments are grouped onto one large aluminum heat sink, 
known to the project team as the slab. Worst-case power 
dissipation on the slab is 57 watts. Of all the parts on this 
assembly, the microwave amplifier is not only the part 
most sensitive to temperature but also one of the most 
expensive to replace should it fail. For best reliability, we 
wanted to keep the amplifier's temperature rise to less than 
15Â°C above ambient. 

On our early prototypes, the slab temperature directly 

Function2 = 51.22 mvolts/di 
TimebasQ = 5.00 us/div 

Offset 
Delay 

198. 0 mvolts 
- -1. 4GOOO us 

(a) 

F u n c t i o n 2  -  5 1 . 2 2  m v o l t s / d i \  
T i m e b a s e  =  5 . 0 0  u s / d i v  

(b) 

Offset 
Delay 

- 198. 0 mvolts 
- -J. 40000 us 

Fig.  3 .  A fu l l -power  lead ing-edge 
s p i k e  ( a )  c a n  b e  c a u s e d  b y  
capac i t i ve  coup l i ng  o f  t he  pu l se  
to  the ALC modula tor ,  (b)  Adding 
a dc return el iminates the spike.  
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under the amplifier was typically 18Â°C above ambient (full- 
band 8-to-20-GHz sweep). A slot was cut through the slab 
to isolate the amplifier thermally from other major heat- 
generating components. Supported by other modifications 
to improve the cooling air flow, this change added enough 
thermal impedance to lower the typical temperature rise 
of the amplifier to 10.5Â°C above ambient. 

Grouping all the RF components on one easily removable 
assembly made servicing and manufacturing easier. Fre 
quently, when servicing subtle problems in microwave cir 
cuits, simply tightening a connector can have a significant 
effect on performance. For this reason, it is very useful to 
be able to gain access to the entire RF chain without disturb 
ing any RF connections. 

All the major printed circuit boards are easily accessible 
and can be mounted on extender cards for convenient 
troubleshooting. When the plug-in is connected to the HP 
8350B mainframe via extender cables, the entire RF assem 
bly can be folded out for testing and repair. 

The monolithic microwave assembly also makes produc 
tion easier. Most of the eight available options for the HP 
83550A require changes only to the slab (Fig. 4). The RF 
portion of the instrument can be assembled and tested sepa 
rately and then combined as needed with the rest of the 
plug-in. 

Self-Test 
When many instruments are combined into a large sys 

tem, the serviceability issue takes on increased importance. 
All other things being equal, ten instruments are at least 
ten times more likely to fail than one. When a failure does 
occur, localizing the problem to the failed instrument is 
more difficult. To make the troubleshooting process easier, 

we designed a series of instrument and assembly-level self- 
tests into the HP 83550A. 

When an HP 83550A is used as a driver for a millimeter- 
wave source module, three separate instruments make up 
the source: the HP 8350B mainframe, the HP 83550A micro 
wave plug-in, and the HP 8355x millimeter-wave source 
module. We felt that we should include at least enough 
diagnostic capability to allow the user to send back just 
one instrument for repair, rather than the entire system, 
thus reducing the cost of ownership. 

Some users prefer to do their own repairs. We find, how 
ever, that few users attempt to repair microwave instrumen 
tation at the component level. More common is localizing 
the failure to a specific assembly, and then trading in the 
bad assembly for a replacement. We decided to emphasize 
features that would help identify which instrument failed. 
If the failure occurs in the HP 83550A, further tests are 
provided to help isolate the failure to a specific assembly. 

Circuitry in the HP 83550A is consolidated on a few 
large printed circuit boards grouped together in a common 
metal compartment for shielding. This physical layout left 
enough space to add another printed circuit board for the 
self-test circuitry. Program memory was doubled by using 
two ROMs with twice the number of address locations. A 
hardware bank-select mechanism allows these ROMs to 
occupy the same logical address space as in former plug- 
ins. The extra memory allows room for the additional fea 
tures required to support the source modules and the self- 
test capability. 

There were two primary design objectives for the self-test 
assembly. One was to keep it inexpensive. The other was 
to make it as reliable as possible. In this case, reliability 
means not only avoiding hardware failures in the self-test 

F i g .  4 .  A l l  R F  c o m p o n e n t s  a r e  
mounted on a large aluminum heat 
s ink ,  o r  s lab ,  wh ich  fo lds  ou t  fo r  
e a s y  s e r v i c i n g .  D i f f e r e n t  i n s t r u  
m e n t  o p t i o n s  r e q u i r e  c h a n g e s  
on ly  to  the s lab.  Two opt ions are  
shown in the foreground.  
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assembly but also avoiding erroneous error detection. To 
a user, a false error message is the same as a failure. We 
would gain nothing if an inadequate self-test capability 
significantly reduced the reliability of the system as a 
whole. 

The self-test assembly consists of a series of analog mul 
tiplexers to select the signals to be measured and an analog- 
to-digital converter (ADC) to measure the various voltage 
levels and send the information to the system micropro 
cessor. All circuit components run on the instrument's 5V 
power supply so that the testing circuitry does not fail if 
one or more of the other power supplies goes down. Rela 
tively wide tolerance bands are used on all measurements 
to reduce the possibility of false error indications. The 
modest accuracy requirements allowed us to eschew a high- 
performance, high-cost ADC in favor of a less-expensive 
eight-bit part. 

The self-test routines run automatically when power is 
turned on or the INSTR PRESET button is pressed. They also 
can be initiated at any time by an appropriate set of key 
strokes. Before any self-testing starts, the firmware checks 
for the presence of an operable self-test assembly. Hence, 
should a self-test hardware failure occur, normal operation 
of the instrument can be restored simply by unplugging 
the assembly. The order of the tests ensures that the first 
components checked are those whose failure would invali 

date subsequent system tests. If a failure is found, testing 
stops, and an error code is displayed to indicate the location 
of the failure. Further diagnostics can then be obtained by 
executing the remaining tests through a series of front-panel 
keystrokes. Millimeter-wave source module tests are last 
in the execution sequence and are performed only if a 
source module is present. 
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Mill imeter-  Wave Detectors Extend Range 
of  Scalar  Network Analyzer  
by Herbert  L.  Upham 

HEWLETT-PACKARD'S new family of millimeter- 
wave detectors designed specifically for use with 
the HP 8757A Scalar Network Analyzer1 extends 

the capabilities of this instrument for millimeter-wave sys 
tem measurements.2 These detectors operate in both mod 
ulated (ac) and unmodulated (dc) modes for optimum per 
formance in various measurement configurations. The un 
modulated mode is particularly beneficial in millimeter- 
wave measurements, because the source does not need to 
include an accurate modulator. These detectors provide 
excellent accuracy in a wide variety of applications. All 
three detectors work over their designated waveguide 
bands with typical flatness better than Â±1.5 dB and return 
loss greater than 12 dB. This performance provides mea 
surement advantages over most stand-alone detectors in 
these frequency ranges. The HP 85025C Detector Adapter 
is used to connect other detectors to the HP 8757 A, extend 
ing its capabilities to other waveguide bands. 

Specifications 
Performance specifications for the detectors are given in 

Table I. To guarantee the dynamic accuracy specification, 
an HP 8757 A with revision 2.0 or later firmware is required. 

Table I  
Performance of  Mi l l imeter-Wave Detectors 

Detector H P R 8 5 0 2 6 A  H P Q 8 5 0 2 6 A  H P U 8 5 0 2 6 A  

Frequency range (GHz) 
Flatness (dB) 
Return loss (dB) 
Maximum input power 
Input waveguide 
Dynamic accuracy 

Dynamic range 

Â±(0.3 dB + 0.03 dB/dB) referenced to 5 dBm 
typically < Â±0.5 dB from 10 to -40 dBm 

acmode: lOto -50 dBm 
dc mode: 10 to -40 dBm 

Design 
The design of these detectors is common except for the 

microwave detector design of the HP R85026A, which uses 
an integrated detector diode circuit mounted in a coaxial 
module. The HP Q and U85026A detectors use a detector 
diode mounted in a section of waveguide rather than using 
a waveguide-to-coax transition. All three detectors have 
circuitry that processes the detected output signal before 
passing it to the HP 8757A via a front-panel interface cable. 

The HP R85026A coaxial detector module is attached to 
a waveguide-to-coax transition. The waveguide transition 
is similar to the transition described in the article on page 
35. The coaxial output has a characteristic impedance of 
50 ohms, which matches the input impedance of the detec 

tor circuit. The detector integrated circuit consists of a 
50-ohm matching resistor network, a detector diode, and 
a holding capacitor at the output.3 

The resistors on the integrated circuit are physically 
small enough to be considered lumped circuit elements 
even at 50 GHz. The diode junction capacitance is also 
small enough so that no special reactive tuning is required 
for compensation. Thus, a lumped circuit implementation 
of the detector circuit is achieved. 

This circuit has the advantage of presenting a nearly 
constant input impedance (Zin) as long as the diode video 
impedance is large compared to 50 ohms. This circuit re 
quires reactive compensation to work at extremely high 
frequencies where the diode junction capacitance reac 
tance approaches 50 ohms. 

The HP Q and U85026A detectors use a finline design 
technique.4 The design is illustrated in Figs. 1 and 2. The 
substrate material is fused silica, chosen for its low dielec 
tric constant and low loss from 30 to 60 GHz. The dielectric 
substrate is mounted in a reduced-height waveguide sec 
tion. The height reduction is necessary to compensate for 
the dielectric loading of the waveguide by the substrate. If 
the waveguide height is not reduced, higher-order wave 
guide modes will propagate in the detector and cause return 
loss and flatness variations. A gold pattern on one side of 
the substrate captures the electric fields propagating in the 
waveguide. The pattern tapers from the waveguide height 
to a width that represents approximately the impedance 
of the detector diode. At the input to the substrate a dia 
mond-shaped patch of resistive material forms a broad 
band attenuator. The attenuator improves the return loss 

Fig.  1 .  F in l ine subst rate for  HP Q/U85026A Detectors .  
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^  D a m  

- Backshort 

Damping Resistor  

Fig .  mount ing  f in l ine  ( le f t )  and  drawing  ( r igh t )  o f  beam- lead d iode mount ing  a rea  on  f in l ine  
substrate shown in Fig. 1 . 

of the detectors with only a small effect on sensitivity and 
flatness. 

The detector diode used in both products is a modified 
barrier beam-lead diode.5 This diode was chosen because 
of its small physical size and very low junction capacitance. 
The construction of the detector circuit can be seen in the 
photograph in Fig. 2. The beam lead diode is positioned 
across the circuit channel, and is followed by a short circuit. 
The short can be modeled as an inductance parallel to the 
junction capacitance of the beam-lead diode. By adjusting 
the distance from the diode to the short, a resonant circuit 
is formed that terminates the channel in a very high imped 
ance. A small resistor is placed just before the diode. This 
resistor reduces the Q of the resonant circuit, which im 
proves the broadband match to the channel impedance. 

Application Considerations 
These detectors are ideally suited for scalar network 

analyzer applications in the millimeter-wave frequency 
range. Their ac or dc detection capability provides flexibil 
ity in using sources that may not have the accurate modula 
tion characteristics required for ac detection. The dynamic 
range and frequency response of these detectors also allow 
their use as power monitors. A typical measurement system 
for measuring transmission and reflection simultaneously 
is shown in Fig. 3. 

By using two directional couplers (or a dual directional 
coupler) the reflection measuring system uncertainty can 
be determined by the following equation: 

Ap = A +Bp, +CP/ 

where A is the directivity, B is the calibration error, C 
represents the effective source match, and p1 is the mea 
sured reflection coefficient. 

Directional couplers are often used to provide a good 

Posit ive Z Blanking 
Stop Sweep 

HP 8350B 
Sweep 
Oscil lator 

HP 8757A Scalar  
Network Analyzer  Mil l imeter-Wave 

Source Module  

Waveguide 
Directional 
Couplers F i g .  3 .  R e f l e c t i o n  a n d  t r a n s m i s  

sion loss test setup. 
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Waveguide Reflectometer 
Calibration 

T h e  H P  8 7 5 7 A  N e t w o r k  A n a l y z e r  h a s  a  b u i l t - i n  c a l i b r a t i o n  
rou t ine  fo r  es tab l i sh ing  the  0 -dB re fe rence l ine .  However ,  the  
rou t ine  does  no t  work  fo r  a  wavegu ide  re f lec tomete r .  Coax ia l  
t ransmiss ion l ines have low dispers ion ( the veloc i ty  of  propaga 
t i o n  v a r i e s  l i t t l e  o v e r  m a n y  o c t a v e s  o f  b a n d w i d t h )  w h i l e  
w a v e g u i d e s  a r e  v e r y  d i s p e r s i v e 1  a n d  t h e  o p e n  e n d  o f  a  
wavegu ide  can ac t  as  an  an tenna.2  Thus  i f  an  open/shor t  ca l i  
brat ion is at tempted, the reference l ine wi l l  be erroneous. 

The  goa l  o f  the  ca l i b ra t ion  i s  to  es tab l i sh  a  0 -dB  re f lec t ion  
cal ibrat ion l ine that  is  a best  est imate when taking the ef fect ive 
source match of the reflectometer into effect. A waveguide sl iding 
shor t  can  be  used to  es tab l i sh  one  (open o r  shor t )  re fe rence ,  
and  then  can  be  moved a  quar te r  wave leng th  to  es tab l i sh  the  
second  re fe rence .  Th is  works  we l l  ove r  a  l im i ted  po r t i on  o f  a  
waveguide band where the phase ve loc i ty  change is  smal l .  

Unfortunately, for a full band sweep it has problems. Dispersion 
wil l  cause the cal ibrat ion to be poor near the band edges (assum 
ing  t he  open /sho r t  r e fe rences  we re  t aken  nea r  m idband ) .  By  
mov ing  the  shor t ,  t he  amoun t  o f  e r ro r  can  be  seen  on  the  HP 
8757A display. If the error is not acceptable, a more sophisticated 
algor i thm must be used to establ ish the cal ibrat ion. One method 
is to make several  measurements of the ref lect ion of the moving 
shor t .  Each  measurement  i s  s to red  in  a  con t ro l l i ng  computer .  
The average of  severa l  measurements is  computed and wr i t ten 
back to  the HP 8757A memory.  Th is  average then can be used 
as the 0-dB reference for  the ref lectometer.  
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trade-off between coupling coefficient, accuracy, and 
dynamic range. The accuracy of the reflectometer can be 
determined for a range of measured values from the graph 
shown in Fig. 4. The calibration error B is assumed to be 
zero, the directivity A is 40 dB. and the effective source 
match C is an SWR of 1.15 for this example. 

The measurement uncertainty varies with the magnitude 
of the measured reflection coefficient. The detector's con 
tribution to the uncertainty is through the effective source 
match of the reflectometer. If the return loss of the reference 
detector is greater than 12 dB, the detector will contribute 
a maximum error term of -32 dB (12 dB + 2xiO dB for 
the incident and return passes through the 10-dB directional 
coupler) to the effective source match. This contribution is 
negligible compared to the directional coupler's main line 
source match and thus does not limit the uncertainty. 
Effects of Dynamic Accuracy. Dynamic accuracy intro 
duces errors when measuring large changes in power level. 
The uncertainty is a result of the detector diodes not re 
sponding identically. The HP 8757A contains (in firmware) 
dynamic calibration tables for several different diode 
families. These calibration tables are established for aver 
age diode performance; hence, small variations in diode 
structure cause measurable errors in dynamic accuracy. It 
is also difficult to establish a variable absolute power stan 
dard at millimeter-wave frequencies. A specially calibrated 
rotary vane attenuator is used at the factory to calibrate 
these detectors, but the dynamic accuracy specification 
still contains some uncertainty caused by the calibration 
of the variable attenuator and its repeatability. 
Effects of Frequency Response. The frequency response of 
the detector is only a concern when it cannot be easily 
removed from the measured value by making a ratioed 
measurement. This occurs when monitoring the output 
power from a device under test. In this case the frequency 
response of the detector applies directly to the measure- 

S W R  

1.92 1.22 1.06 1.02 1.006 

2 0  3 0  
Actual  Return Loss (dB) 

40 5 0  

Fig. 4. Ref lect ion loss error graph 
for  tes t  setup in  F ig .  3 .  The er ror  
is a sinusoidal variation around the 
t rue  va lue .  The  upper  cu rve  i nd i  
c a t e s  t h e  p o s i t i v e  p e a k  a n d  t h e  
lower curve indicates the negative 
peak. 
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ment as an error. To reduce this error an individual cali 
bration of each detector must be made relative to a power 
standard. The calibration can be stored in a computer and 
then written to the memory of the HP 8757A. By displaying 
measured power minus the calibration, a power measure 
ment with enhanced accuracy can be made. 

Transmission Test  System 
When measuring transmission coefficients of devices 

with losses greater than 10 dB, the greatest factor affecting 
accuracy is dynamic range. For devices with losses less 
than 10 dB the return loss of the detector will be a signifi 
cant error. In Fig. 5, a plot of measurement error versus 
source match is presented. Loss through the transmission 
device is assumed to be zero, so the full effect of the detector 
return loss is seen. Curves for 6-dB and 12-dB detector 
return losses are shown. 
Effect of Dynamic Range. The dynamic range of the detector 
establishes limits on the maximum gain or attenuation that 
can be measured by the system. Harmonic content of the 
input signal can also limit dynamic range, but this is not 
usually a problem in waveguide systems. In addition, a 
low-pass filter can be used to reduce the harmonic content 
of the test signal. 

HP 85025C and Other  Waveguide  Bands 
In waveguide bands other than U, Q, and R, it is still 

Fig. 5. Source match error graph. 

possible to make measurements with the scalar analyzer 
systems described in this article. The HP 8502 5C detector 
adapter is an instrument that adapts zero-biased detectors 
to the HP 8757A Scalar Network Analyzer. Calibration 
routines are available to optimize dynamic accuracy for 
each detector. 
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Design and Performance of Mil l imeter-  
Wave Thermocouple  Sensors  
by Lee H.  Colby 

WITH THE INCREASE in design activity in the 
33-to-50-GHz frequency range, Hewlett-Packard 
wanted to extend HP's power measurements into 

this millimeter-wave frequency range. The HP Q8486A and 
HP R8486A Power Sensors shown in Fig. 1 incorporate a 
special method that inserts a 50-MHz calibrating signal 
into the waveguide. The HP Q/R8486A sensors have the 
same 50-ohm thermocouple used by HP's lower-frequency 
coaxial power mounts and share the same one-microwatt- 
to-100-milliwatt power range, low drift, low SWR, 50-MHz 
calibration, and accuracy that these coaxial thermocouple 
power sensors have. The HP Q8486A operates in the 33-to- 
50-GHz waveguide band and the HP R8486A operates in 
the 26.5-to-40-GHz band. 

Since the thermocouple was designed for 50-ohm sys 
tems, it was necessary to use a TEM structure for the 50-ohm 
thermocouple and connect it to a low-reflection coax-to- 
waveguide adapter. The adapter's center conductor, which 
is normally screwed into the waveguide wall opposite the 
coaxial entry point, is isolated from ground by a high-fre 
quency choke. The choke allows the 50-MHz energy to be 
fed across the waveguide through the coax to a coplanar 
transmission line and into the thermocouple. However, for 
millimeter-wave power, the choke reflects a short at the 

center conductor where the center conductor is normally 
screwed into the waveguide. The millimeter-wave signal 
coming down the waveguide is transformed from the 
waveguide impedance to 50 ohms because of the trans 
former action of the multistepped waveguide. 

The ability to diplex the 50-MHz and millimeter-wave 
signals allows the power meter's gain to be set for the sensor 
head in use and removes the requirement that the ther 
mocouple and its amplifier have a constant gain versus 
time, environment, and reasonable overloads. 

The thermocouple's low output voltage, approximately 
60 nanovolts at one microwatt, is chopped at 220 Hz to 
eliminate dc drift, amplified, and then fed to the power 
meter. 

Calibration information is typed on each sensor's label 
and includes the calibration factor, which is the efficiency 
at which the sensor converts the absorbed power into a 
power reading, and the reflection coefficient. The calibra 
tion data is supplied at 1-GHz intervals across the 
waveguide band and the calibration factors are traceable 
to the U.S. National Bureau of Standards (NBS), or to a dry 
calorimeter for frequencies where NBS does not have stan 
dards. The power mount's microwave performance is 
tested and calibrated using an automated network analyzer. 

F ig .  1 .  HP  Q8486A and  RB4B6A 
Power Sensors lor measuring mil l i  
m e t e r - w a v e  s i g n a l  p o w e r  i n  f r e  
quency ranges from 33 to 50 GHz 
and 26. 5 to 40 GHz, respectively. 
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W a v e g u i d e - t o - S O Ã l  J  U  L  _ J â € ”  
Four-Step Chebyshev 

Impedance 
Transformer 

Z0 = ohms 

Thermocouples 

Bel lows Contact 

Backshort 

Radial  Choke 

Bel lows Contact 

Blocking Capacitor 

Fig.  2.  Cross sect ion of  waveguide- to-coaxia l - l ine t ransi t ion 
and associated c i rcu i t ry .  

Waveguide-to-Coax Transit ion 
The R-band transition shown in Fig. 2 was designed orig 

inally as an outgrowth of the lower-frequency X, P, and 
K281C waveguide-to-coax adapter designs. The Q-band 
transition was scaled from the P281C design since P band 
has a similar 2-to-l waveguide width-to-height ratio. 

A combination of empirical and computer-aided model 
ing was applied in such a manner that the design of the 
transition and four-step impedance transformer was not 
done in one step. The adapter design was broken into two 
parts. First, the coax-to-low-impedance (reduced height] 
ridge waveguide1 transition was designed. The waveguide 
is broadly ridged to decrease impedance variations and 
increase the bandwidth. Second, sufficient transformer 
steps were then added to get the low reflection coefficient 
desired (approximately 0.01). The impedance of the 
waveguide was modeled using the relationship: 

where Z0^ = 377(ir/2Hb/a) ohms (voltage-current definition) 
for rectangular waveguide at infinite frequency, a is the 
wide dimension of the waveguide, b is the narrow dimen 
sion, A. is the wavelength in free space at the frequency of 
interest, and Xca is the cutoff wavelength of the waveguide. 

One goal of the coax-to-waveguide junction design was 
to arrive at a complex reflection coefficient that would look 
like the input impedance of the last step before the 50-ohm 
load of a four-step Chebyshev impedance transformer. After 
substantial empirical adjustment of the short position in 
the waveguide, ridge length, and other mechanical dimen 
sions, the desired impedance was obtained. Finally the 
remaining three transformer steps were added. The combi 
nation was measured and the measurements were de- 
embedded using a computer program called Opnode to 
obtain the step discontinuity capacitances. The steps were 
then optimized for length and impedance with Opnode to 
obtain the desired 0.01 reflection coefficient, machined, 
and measured again. 

50-MHz and Mi l l imeter-Wave Diplexer 
The need to calibrate the sensors at a low frequency 

requires a mechanical layout of the sensor front end that 
is different from most other waveguide sensors. The coax 
calibration port (see Fig. 3), beginning at the 50-MHz co 
axial input at the bottom and moving upward, consists of 
a short length of 6-ohm line and a shorted radial transmis 
sion line choke2 whose dimensions are chosen for a high 
series impedance at the center frequency of the waveguide 
band on the coax line. This is followed by a quarter-wave 
length 6-ohm coax line that transforms the radial choke's 
high series impedance to a short at the entrance to the 
waveguide. 

The input impedance ZÂ¡ at a radius rb for a radial trans 
mission line shorted at its outer radius ra is given by: 

where Z0 is the characteristic wave impedance for radial 
transmission lines: 

Mil l imeter-Wave Signal  

Waveguide  Impedance  
Transformer  

Narrow 
Waveguide  
Dimension 

Mil l imeter-Wave 
or  50-MHz Power  

Coaxia l  Center  Conductor  

Waveguide Backshort  

Radial  Choke 

50 MHz 

F ig .  3 .  De ta i l ed  c ross  sec t ion  o f  
the junction of the mil l imeter wave 
gu ide,  6-ohm coax ia l  l ine  w i th  ra  
d i a l  c h o k e ,  a n d  5 0 - o h m  c o a x i a l  
l ine to thermocouple.  
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Z0, = 377G0(krb)/G1(krb) 

and 

0X = tan-1[N0(x)/Jo(x)] 

Â«fc = tan-1[J1(x)/-NI(x)] 

k = 2iT/X 

Jn(x) is a Bessel function of the first kind and Nn(x) is a 
Bessel function of the second kind. 

Solving for ZÂ¡ resonant at the center of the frequency 
band, or ZÂ¡ equal to infinity by varying ra, obtains: 

=  0  

The total impedance at any frequency can be found by 
taking k at the frequency of interest and solving for the 
radial choke's input impedance. Then: 

Ztotai = dZÂ¡/2Trrb 

where d is the width of the choke (see Fig. 3). 
Other methods of trying to place an electrical high-fre 

quency short at the waveguide were tried, such as a low- 
high-low-impedance dumbell choke filter, but the radial 
choke filter reflects an impedance closer to zero ohms at 
zero degrees at the waveguide entrance. For calibration 
purposes, a 50-MHz signal can be fed through the choke 
assembly, across the waveguide with minimal effect, 
through the coaxial line, and into the thermocouple. 

Constant - Impedance Taper  
The thermocouple is mounted on a suspended substrate 

transmission line whose inner and outer conductors are 
tapered from the wide center conductor at the coaxial end 
of the transmission line down to a narrow center conductor 
at the thermocouple end of the transmission line. Usually 

Curvilinear 
50ÃI Spacing 

Tangent 
Intersection 

Center â€” i 
Conductor 

this is done by using straight tapers for the inner and outer 
conductors. Straight tapers are a compromise and a better 
method that maintains a constant impedance as the con 
ductors move closer together is desired. 

The suspended substrate is mounted in a circular hous 
ing, and for wide outer conductor spacings approaching the 
outer housing, closed-form equations do not exist for cal 
culating the spacing of the outer-conductor-to-inner-con- 
ductor width versus impedance. The required spacing for 
the wide center conductor cases was determined using a 
finite-difference program called FCAP.3 For the narrower 
center conductor region where the effect of the outer hous 
ing is negligible, analysis equations4 were used to deter 
mine the correct spacing because they are faster and more 
accurate than the finite-difference approach. The results 
were then curve-fitted into a fourth-order polynomial de 
scribing the outer conductor width versus the center con 
ductor width for a constant impedance of 50 ohms. 

An arbitrary shape called an ogee curve was selected for 
the center conductor. An ogee curve is just two opposing 
arcs that meet at a point where their slopes are identical, 
giving a smooth continuous curve from the wide to the 
narrow end of the center conductor length. The beginning 
and ending center conductor widths and the transition 
length for the desired center conductor were selected. Then 
an outer conductor position was located that gave an im- 

0 . 2 0  - i -  

â€¢ Mean 
â€¢ Mean + 2<r 
A  M e a n  -  2 < r  

Fig .  4 .  Cons tan t - impedance  taper  f rom coax ia l  l i ne  to  ther  
mocouple connect ion.  (Rog is  radius of  ogee curve.)  

3 4 . 5  3 6  3 8  4 0  4 2  4 6  
Frequency (GHz)  

Fig .  5 .  Average re f lec t ion  coe f f i c ien t  and  ca l ib ra t ion  fac to r  
versus frequency f or a lot of 21 HP Q8486A Power Sensors. 
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pedance of 50 ohms for many different closely spaced po 
sitions down the length of the center conductor (see Fig. 4). 

At each center conductor position, outer conductor posi 
tions were located on the arc length of a circle whose center 
was the intersection of the two tangents to the center and 
outer conductors, and whose arc distance between the outer 
and center conductors was equal to the distance the con 
ductors would be spaced if they formed a parallel transmis 
sion line. The outer conductor positions must be iterated 
several times, because the outer tangent and hence the 
center of the circular arc shifts each time the arc distance 
is iterated to the 50-ohm distance. The speed of con 
vergence is fast, however, and ten iterations results in a 
distance giving an impedance within 0.1 ohm of the calcu 
lated 50-ohm value. 

This approximation positions the outer conductor at the 
correct spot so that the flux path length between the center 
and outer conductors is the correct length for 50 ohms as 
it strikes the conductors normal to the tangent. Therefore, 
the approximation satisfies both the boundary condition 
that flux lines terminate normal to the conductors and the 
50-ohm constant impedance restraint. This assumes that the 
field is a curvilinear field between the two conductors. The 
slight error caused by the flux that terminates on the outer 
housing instead of the planar conductor is not significant. 

Thermocouple  
The termination for the transmission line is two 100-ohm 

tantalum-nitride resistors connected in parallel. They are 
deposited on a silicon substrate that has a very thin web 
in the center, which is where one end of each resistor 
makes contact with a heavily doped diffused conductor. 
Because of the poor thermal conduction properties of the 
thin web, the incident RF energy dissipated in the web 
causes the resistor-to-doped-conductor contacts to run hot. 
The other end of the diffused conductor makes contact 
with gold beam leads in a thick area of the silicon that 
conducts heat more readily and therefore does not get as 
hot as the power-absorbing resistor termination. The differ 

ence in temperature between the junctions leads to a ther 
mally generated voltage difference when the resistor termi 
nation is dissipating energy. The outputs of the two 100- 
ohm thermocouple pairs are summed. Ambient changes in 
temperature generate only slight thermal drift because both 
junctions are subject to the same ambient temperature. A 
more complete description of the thermocouple can be 
found in reference 5. 

The thermocouple with its beam leads is slightly induc 
tive and a short low-impedance line reduces the reflection 
coefficient to less than 0.1 at 50 GHz. 

Performance 
The reflection coefficient and calibration factor perfor 

mance of the power mounts can be seen in Fig. 5, which 
plots the mean and the mean plus two standard deviations 
for a lot of HP Q8486As. 
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Adapt ing UNIX Logon Mechanisms to  
Automation Appl icat ions 
Although originally intended for software development and 
document  preparat ion,  the ut i l i t ies prov ided by the UNIX 
operating system can be adapted in various ways for use 
by novice operators in  an automated envi ronment.  

by Marvin L.  Watkins 

THE CURRENT TRENDS toward computer-enriched 
environments and standardized computer systems 
invite the use of the UNIX operating system in the 

service, office, and manufacturing automation domains. 
Applications such as telemarketing, data base management, 
and integrated manufacturing or CIM benefit greatly when 
more than one customer, user, or machine can be serviced 
simultaneously. The dedicated server and controller appli 
cations required in these domains are well-suited to the 
UNIX system's multitasking capability and tool-based ar 
chitecture. 

The UNIX system originated as an interactive, timeshar 
ing operating system for minicomputers. Originally 
oriented toward multiuser software development, it is not 
surprising that the UNIX boot/logon mechanisms do not 
provide exactly those services that dedicated applications 
might want. For example, typical dedicated application 
requirements include that a novice user with little com 
puter knowledge be able to bring up a controller (i.e., a 
dedicated computer) from a power-off condition and access 
its control functions easily, while the general UNIX power- 

up and user logon facilities only allow a knowledgeable 
computer user to bring up the computer from a power-off 
condition and access a UNIX shell (i.e., a command line 
interpreter). 

Special UNIX boot and logon programs have been created 
to handle the problems associated with dial-in lines, 
modem control, security, etc. The boot programs provide 
services that: 
â€¢ Initialize system resources 
â€¢ Create a multiuser environment. 
The logon programs provide services that: 
â€¢ Match an incoming data stream's unknown parameters 

(e.g., baud rate, parity, and stop bits) dynamically to 
establish a communications link 

â€¢ Offer some, but not too much security against unau 
thorized access 

â€¢ Prepare a customized personal working environment 
â€¢ Provide common, system-wide logon services (e.g., 

maintenance and downtime notices, mail and news re 
ceived notices, etc.) 

â€¢ Finish in a working state in which any of an infinite 
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variety of commands can be issued. 
These services can be compared with those needed by a 

typical controller: 
â€¢ Initialization of the system at power-up 
â€¢ Use of dedicated, hard-wired terminals with fixed, well- 

known communications protocols when a user wants 
access to the system 

â€¢ Some protection against accidental damage caused by 
naive access 

â€¢ Common, system-wide logon notification services 
â€¢ Simple, uniform, consistent interfaces for all users 
â€¢ A small, fixed set of monitor and control operations. 

In this article we present some adaptations to the UNIX 
operating system that make it better suited as a platform 
for dedicated automation and server applications. Our 
goals are to present some adaptations to the boot/logon 
mechanisms, demystify the UNIX system further,1 and pro 
mote its tool-oriented philosophy.2 Much of the narrative 
and all the examples in this article are taken from the 
manufacturing domain: CIM, data acquisition, and process 
control and monitoring. Despite this emphasis on manufac 
turing, the adaptations presented, and especially the prin 
ciples and ideas underlying them, should be applicable to 
any computer running under the UNIX system and dedi 
cated to a specific application. 

In the next section, the UNIX boot phase and duty cycle 
are reviewed. The details are based on HP-UX Multiuser 
Revision 5.1. The discussion's objective is to describe 
how events are related to one another.3'4 References 5 
through 9 should be consulted for exact details of the pro 
grams and files mentioned. Some terminology useful for 
understanding UNIX processes is also developed. 

The potential adaptations are then presented in fairly 
general terms. Some automation design considerations fol 
low. Here the focus is on adapting the UNIX boot/logon 
mechanisms for a system dedicated to a controller or server 
application (hereafter, referred to simply as a controller). 
Specific controller adaptation examples are presented and 
some simple observations close the article. 

UNIX Boot /Logon Mechanisms 
It is convenient to divide a typical system's operation 

into a boot phase and a number of duty cycle phases as 
shown in Fig. 1. These phases are defined by the nature 
of the processes executing within them. Table I provides 
additional details about these mechanisms. This article 
does not cover all possible boot/logon organizations. Many 
capabilities of the UNIX system are omitted to keep the 
discussion within reasonable bounds. 

Two operating phases can be identified: 
â€¢ A boot phase extends from power-on until the kernel is 

initialized and fully operational. The boot phase exhibits 
a single thread of control. 

â€¢ A duty cycle phase begins after the kernel is fully oper 
ational. The duty cycle phase is characterized by mul 
tiple threads of control. Each thread courses through the 
following cycle: 

â€¢HP-UX primarily Hewlett-Packard's implementation of the UNIX operating system. It is primarily 
c o m p o s e d  o f  A T & T ' s  U N I X  S y s t e m  V  H e w l e t t - P a c k a r d  h a s  a d d e d  r e a l - t i m e  a n d  o t h e r  
cus tom ex tens ions ,  and some fea tures  f rom 4 .1  and 4 .2  BSD.  UNIX vers ions  deve loped 
by the t rademark of  Cal i forn ia at  Berkeley.  UNIX is  a regis tered t rademark of  AT&T in the 
U.S.A. and other countr ies.  

Table I  

Execution Init iation Points 

Exec()' ing Process 

P r o c e s s  F i l e  

Exec()'d Processes 

M o d e  G r o u p  A r g u m e n t s  
Leader Permitted 

Â¡nit 
init 
getty 
login 
sh 
sh 
sh 

inrttab 
re 

passwd 
profile 
.profile 

W , C  
W 
S 
S 
c 
c 

w,c** 

Y 
N 
Y 
Y 
N 
N 
N 

Y 
Y 

N 
Y 
Y 
Y 

Key 

Sequential execution 
C Concurrent execution 
W Suspended execution 
Y  Y e s  
N  N o  

Notes 

Â¡nit usually suspends itself while executing 
initialization programs, getty programs 
execute concurrently with init. 
The shell suspends itself while executing 
foreground keyboard commands, but executes 
concurrently for background commands. 

n A logon period from a user's first keystoke until the 
system commands for a special application program 
are accessible. 

a A work period after logon until the user exits the system. 
a A renew period while the kernel cleans up after the 

exiting user, reclaims system resources, and creates a 
new control thread to replace the expiring one. 

Boot. The boot phase is composed of hardware, kernel, and 
init operations. The boot phase begins with the application 
of power. A ROM catches the power-up interrupt and be 
gins executing hardware configuration and self-test pro 
grams. When these complete, a special bootstrap program 
is loaded from disc memory. The bootstrap program loads 
the kernel /np_ux from the file system. The kernel configures 
and initializes itself, handcrafts the special process init 
(among others) and executes it (them), init reads through 
the file inittab line by line, performing the actions indicated 
therein. These actions usually fall into two categories: 
executing the contents of system initialization scripts such 
as re, and executing instances of the program getty for each 
active terminal. When init finishes processing the file, it 
blocks and waits for a signal to reread it. 

init performs the transition from a single-user, single-con 
trol-thread operation to a multiuser, multiple-control- 
thread operation. Each instance of getty spawned by init 
represents a unique, independent, concurrent control 
thread. 
Logon. The logon phase is composed of getty, login, and 
some sh operations, getty processes match their invocation 
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arguments from Â¡nrttab with a line in gettydefs to select the 
proper port conditioning parameters and logon prompt for 
their respective ports, getty conditions a port, writes the 
contents of issue and the logon prompt to the port, and then 
reads the port 's input buffer. The read operation causes 
getty to block until input becomes available, getty interprets 
input as an account name. Hence, getty blocks on an active 
terminal's port waiting for someone to begin logging on by 
typing an account name. 

A getty process is awakened when the kernel places data 
into its port's input buffer. Normally, this data is an account 
name, getty runs login with this name as its principal argu 
ment, login searches the passwd file for the account name. 
If login finds the name, the line on which the name appears 
is interpreted, passwd contains fields for account name, 
password, user and group IDs, home directory, and shell. 
If the password field is empty, no password is requested 
from the prospective user, who then is automatically pro 
moted to user status. If the password field is not empty, 
the prospective user must successfully enter the password 
before being promoted to user status. When login promotes 
a candidate to user status, the user is assigned the user and 
group IDs appearing on the account name line. These IDs 
determine the user's file access and system resource per 
missions while the user is logged on. login then changes the 
working directory to the account's home directory and runs 
the specified shell program. 

Normally, the program executed is a shell such as sh. sh 
executes the instructions contained in the profile file on 
behalf of the newly logged-on user. The actions performed 
by interpreting profile vary from system to system. Typical 
actions are to notify the user of mail or the arrival of new 
news, set up common environment variables (e.g., PATH), 
and set shell trap handling for keyboard interrupts. 

sh then searches for a file named .profile in the working 
directory (i.e., the account's home directory) and if the file 
is found, executes the instructions contained therein. In 
general, interpreting the contents of .profile creates a cus 
tomized environment catering to a user's preferences. 
Work. The work phase consists of most of sh's operations. 
After interpreting .profile, sh issues a prompt to its associated 
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port and waits for input. Usually, input consists of com 
mands and programs the user wants performed. A user 
disconnects from the system by terminating the logon shell. 
Renew. The renew phase is composed of init's operations, 
init awakens when sh exits and creates a new getty process. 

This completes one iteration of a typical UNIX system's 
duty cycle. The next events that occur are the beginning 
events of a new cycle â€” getty resets its port, outputs issue. 
and waits for a new candidate user to try to log on. 
Duty Cycle. The UNIX system controls concurrent duty 
cycles with a convention called process group leadership. 
Processes spawned by init are process group leaders (other 
processes can also become process group leaders), init's pro 
cess group leaders signal it when they terminate. (They 
also have other significant properties that distinguish them 
from common processes.) init rereads inittab when signaled 
about the death (i.e.,  termination) of one of its process 
group leaders. If the line in inittab associated with the pro 
cess group leader specifies respawning, a new process is 
started to replace it. Usually getty processes are the only 
respawned processes in a UNIX system. 

In the phases above, getty was spawned by init and so was 
a process group leader, login assumed process group leader 
ship from getty and passed this on to the logon shell sh. 
Since the logon shell inherited getty's process group leader 
ship, init was signaled that one of its process group leaders 
died when it exited. Thus, the UNIX system duty cycle: 

* Logon-Work-Renew- * Logon-. . . 

is implemented by: 

*getty-login-sh-init-*getty-... 

where the elements between occurrences of the * form one 
duty cycle. 
Execution Initiation Points. The boot and duty cycle phases 
define seven standard points at which programs are or can 
be executed. These points,  l isted in Table I ,  define the 
universe of possible boot/logon adaptations. Five of the 
points have an associated ASCII file. Thus, special process- 

Fig.  2.  Convent ional  shel l  s tar tup 
sequence .  The  l ong  ax i s  o rde rs  
e v e n t s  i n  t i m e .  D i s t i n c t  c o n t r o l  
po in ts  a re  l i s ted  ver t i ca l l y  a long  
t h e  l e f t  s i d e .  T h e  f i g u r e  s h o w s  
star t ing up,  running,  and shut t ing 
down a contro l ler  and graphical ly  
por t rays  these events '  execut ion  
m o d e s .  S e q u e n t i a l  e x e c u t i o n  i s  
shown by succession within a row. 
Concurrent execut ion is shown by 
mu l t ip le  rows .  Suspended execu  
tion is shown by multiple rows with 
the  suspended  paren t  exh ib i t i ng  
a break where it is waiting. Finally, 
while the boot phase and init 's pro 
c e s s i n g  a r e  s h o w n  f o r  c o n t e x t ,  
c o m p l e t e  d e t a i l s  f o r  t h e m  a r e  
omit ted. Figs.  3 through 6,  associ  
ated with later examples, are inter 
preted simi lar ly.  
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ing can be introduced at these points by merely editing 
those files. In general, the earlier the point, the more encom 
passing the effects. Table I is ordered with the earlier points 
near the top. 
Execution Modes. UNIX kernel primitives fork(), execQ, and 
wait()7 can be combined in different ways to provide execu 
tion modes with different properties. Three forms that play 
an important role are sequential, concurrent, and sus 
pended execution modes. 

Sequential execution occurs when a process executing 
on behalf of a program simply executes some program file 
using exec(). This causes the original process to start execut 
ing on behalf of the new program. Concurrent execution 
occurs when a process executing on behalf of a program 
first performs a fork() and the newly created process then 
executes some program file using exec(). This creates a new 
process, usually referred to as a child process to distinguish 
it from the original parent process, that executes on behalf 
of the new program. Suspended execution occurs when a 
process executing on behalf of a program first performs a 
fork(), the newly created child executes (using execQ) some 
program file while the parent waits (using waitQ) for the 
child to complete execution. The child process executes 
on behalf of the new program. The parent process, still 
executing on behalf of the original program, stops execution 
until the child process completes. When the child termi 
nates, the parent resumes running. 

UNIX Boot /Logon Adaptat ions 
There are, of course, many ways to adapt UNIX boot/ 

logon mechanisms. The purpose of this section is to suggest 
some of the kinds of things that can be done and to discuss 
some of the problems that will be encountered if they are. 

At least four kinds of adaptations are practical: 
â€¢ Edit. UNIX boot/logon initialization and configuration 

files are simple ASCII files containing tables or scripts. 
The actions they govern can be adjusted with simple 
editing. Many of the ideas presented here introduce new 
functionality into the boot/logon mechanisms, but only 
involve editing existing ASCII files and adopting new 
conventions for their use. For example, by interpreting 
the contents of issue and passwd differently, menus can 
be created. 

â€¢ Skip. Some boot/logon programs can be skipped en 
tirely. Two possibilities in this category are that Â¡nit could 
execute a program directly and login could execute a com 

mand other than a shell. 
â€¢ Modify. The boot/logon programs themselves can be 

modified if source code is available. Two possibilities 
in this category are to enhance getty to display files as 
signed to each terminal and modify login to treat input 
as an action qualifier rather than as a password. 

â€¢ Replace. In general, source code is not available. In this 
case, existing programs can be replaced with new ones. 
The above modifications can be accomplished by creat 
ing new, simpler programs to replace getty or login. Both 
the new and old getty versions can easily coexist in the 
same system by editing inittab accordingly, login is more 
problematic. Either the getty and login versions must be 
matched (e.g., xgetty exec()s xlogin) or only one login can 
exist. 
In theory, new programs can be inserted between existing 

ones. In practice, these would be dubious adaptations. Any 
program executing before getty would have to condition the 
port before writing to it. Effectively, getty would be replaced, 
getty's connection to login is hardcoded. login could execute 
a program that executes sh, but since the shell is the most 
versatile program in the UNIX toolset, this would make 
little sense. 
init Hence, init interprets the contents of inittab. Hence, 
inittab can be edited to initiate programs directly. 
getty Adaptations, getty writes the contents of issue to its 
associated port before reading its buffer, issue normally con 
tains some simple, constant message. However, it could 
contain text describing available commands and function 
key or touchscreen programming sequences, that is, a 
menu. 

Since issue is sent to all active terminals, all of them 
would have the same menu. If access to source code is 
possible, a simple modification to getty will fix this situa 
tion, getty knows its assigned port's name, for example, 
/dev/tty17. Hence, getty can display files named, say /etc/issue. 
tty/tty17 on just port /dev/tty17 alone. Such a mechanism pro 
vides a simple, effective correspondence from specific ter 
minals to special command sets available at them. 

The text of the logon prompt is defined in gettydefs. Usu 
ally this prompt is login:. It can be changed to something 
like Please select a function key. The gettydefs logon prompt is 
output after the contents of issue. 
login and passwd Adaptations. The passwd account field 
must match the first thing that a candidate user inputs. 
Usually, it identifies the user. It can be adapted, however, 
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to identify an action the user wants performed or an object 
to act upon. A command can be given an account name 
(e.g.. date). Then the command can be executed by simply 
typing the account's name in response to the logon prompt. 
The shell field should contain the command's pathname. 

An object can be given an account name (e.g., workcelLX). 
A user's input could result in, say. a menu of operations 
on the object. Classes of users such as engineers, super 
visors, technicians, and workers can be given account 
names. Entering the account name then could result- in a 
menu of commands special to the class. 

Usually, a password authenticates a user's right to access 
an account. In general, UNIX security mechanisms can be 
used for other purposes. That is, conventions can be estab 
lished for interpreting passwd entries in interesting and un 
conventional ways. If no password is required, entering as 
little as one character can achieve logon and run one or 
more programs. When passwords are not used, account 
names can map directly to actions or objects. 

An application's name could be repeated in passwd as 
many times as there are operations. Each operation then 
becomes a password. Typing an application followed by a 
"secret" request for an operation could be effectively used 
to perform that action. The shell field must be filled accord 
ingly. If access to source code is possible, modifying login 
to echo its input and removing encryption would produce 
a cleaner design. 

The home directory field of the passwd file contains the 
name of the working directory the user is placed in after 
logon. This can be any directory in the file system. Usually 
it contains a user's private files. However, it could be as 
sociated with a special program. 

The shell field usually contains the pathname of a com 
mand line interpreter, or shell. However, it can contain 
any command's pathname. For example, workcellX, date, or 
some other program can be executed by login from passwd. 
Note that shell field commands cannot have arguments and 
that pre- are automatically interpreted with sh. login pre- 
pends a - to argument zero (e.g., argv[0] = -sh) to alert the 
shell that it is a login shell. This can break some commands. 

The shell field has a special feature to provide very secure 
environments. If * is specified in an account's shell field, 
the specified home directory is used as the root of a new 
file system. That is, only commands and files appearing 
below the home directory are accessible after logging on. 
The login process is repeated again in this new directory. 

This can be exploited to produce a two-step access design. 
An issue menu could offer special selections for a super 
visor, engineer, etc. in addition to controller operations. 
Selecting one of these classes, possibly with a class pass 
word, forces a prospective user to supply the user's per 
sonal account name and password. Since the second logon 
does not cycle back through getty, a menu cannot be pro 
vided for it without modifying login. 
sh and .profile Adaptations. The login shell sh normally 
performs simple system-wide actions that are specified in 
profile. A menu could be displayed and terminal function 
keys programmed from profile. If a home directory contains 
a .profile script and the shell field contains "bin/sh, the login 
shell will interpret the contents of .profile before prompting 
the user for a command (csh and .login would work simi 
larly). Thus, .profile can be used to run programs before the 
user sees a shell or to provide a restricted environment for 
the user. 

The entire set of capabilities for an account can be pro 
vided within a .profile program. Construct .profile to contain 
a loop that displays a menu, programs the function keys, 
and prompts for an input. The user should only be able to 
perform menu functions. When a user selects some item, 
subsequent code within .profile parses the selection and 
takes appropriate action. Upon completion the menu 
would be redisplayed. 
Environment Variable Adaptations. Several environment 
variables are automatically set by the logon mechanisms. 
PATH is an example. In particular, LOGNAME is set to the 
account name when a user logs on. Thus, it can be tested 
to select some action appropriate to a given logon account. 

Environment variables also can be given in addition to 
an account name in response to the logon prompt. They 
must be typed after the account name. Environment vari 
ables defined in this way are passed through to the shell 
where they can be tested and some appropriate action 
taken. 
Creating Menus. Commands and/or programs (e.g., a con 
troller) can be executed without requiring a user to log on. 
Menus can be used to list and designate function keys to 
execute commands or run programs with as little effort as 
pressing a single key. issue is used as a menu display and 
function key programming mechanism. The menu's text is 
preceded by screen-blanking and cursor-homing sequences 
and followed by function key programming sequences. 
Each programming sequence has a mnemonic label to 
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suggest its use and transmits a string that matches an ac 
count name in passwd. 

passwd contains an account for every operation displayed 
on the issue menu. Accounts have the same user and group 
IDs, the same home directory, and the shell /bin/sh. The 
password fields are empty. 

The home directory's .profile file contains code to select 
appropriate processing based on the value of the environ 
ment variable LOGNAME. LOGNAME is set to an account's 
name by login. Thus, processing corresponds to one of the 
menu's labels as indicated by the map: 

label ^- string ^ account name ^- fixed user ID ^ user's 
home directory >â€¢ sh >â€¢ .profile ̂  SLOGNAME >â€¢ processing 

Design Considerat ions 
In this section, a series of design considerations and is 

sues concerning controllers are raised. Possible resolutions 
using the adaptations outlined earlier are presented in the 
following examples, the related figures, and Table II, which 
relates design choices to system adaptations for each exam 
ple. Thus, the examples do not specifically mention all of 
their respective properties. 
Program versus Suite. Perhaps the most fundamental con 
troller design consideration concerns its basic structure. A 
controller can be a single monolithic program or a program 
suite (or even something else). This choice determines 
many of a controller's important features. 

In all but the simplest of systems, asynchronous, event- 
driven I/O to and from multiple machines or users must 
be handled. This suggests that a program suite is a good 
architecture for a controller. Events from several sources 

can be handled individually and at their own rate, each 
by a separate process. Such processes can and must be 
organized to work cooperatively. 

In this case, controller startup involves executing many 
programs. Since they must work cooperatively, communi 
cations links must be configured and established.1 In gen 
eral, such services are best provided by a special program. 
Thus, this paper assumes (without loss of generality) that 
a controller ctl is composed of many concurrently running 
programs and that it is initiated by a startup and configura 
tion module scm. 
â€¢ Example: Conventional Shell Startup. This example 

uses the UNIX system's basic program initiation se 
quence. It is presented in detail to provide a baseline 
context with which the other examples can be compared. 
Fig. 2 shows this example's operational phases. The nar 
rative details presented here should be compared with 
the figure's graphic details. Table II relates the example's 
design choices to the logon adaptations discussed earlier. 
No adaptations are required for this example since it is 
strictly conventional use. 

The conventional shell startup sequence begins with 
a worker logging onto an active terminal. After complet 
ing logging on, the shell blocks, waiting until the worker 
types some command. 

The worker types the startup and configuration mod 
ule's name (scm) and arguments. The shell executes scm 
and suspends itself, scm concurrently executes all but 
one of the controller's (ctl) programs, scm executes the 
suite's last program and suspends itself waiting for the 
program to terminate. 

After the controller's operator interface comes up, the 
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worker issues a command to start up the machinen1. 
Manufacturing continues until a command is issued to 
stop the machinery. Then, another command is issued 
to shut down the controller. 

The process on which scm is waiting terminates with 
controller shutdown, scm awakens and resumes running. 
It performs any necessary cleanup and then exits. The 
shell awakens, prompts the user for input, and then 
blocks until a new command is entered. At this point 
the cycle can begin anew or other work can be done. 

Foreground versus Background versus Â¡nit. A controller 
can run as a foreground or background program suite or 
init can run the suite directly. Foreground and Â¡nit suites 
must arrange to prevent son's process from exiting. Other 
wise, in the foreground suite, two processes (ctl's user inter 
face and sh) would end up taking input from the same 
terminal at the same time, which usually causes both pro 
cesses to fail. In the init suite, scm's process must be pre 
vented from exiting because otherwise, a process group 
leader would die, causing init to start up another copy of 
the suite. 

In the previous example, the controller ran as a fore 
ground process initiated by typing a command to the shell. 
The next example is of a background process initiated via 
a menu. 
Â» Example: Console Menu Startup. Fig. 3 shows this exam 

ple's operational phases. Table II lists this example's 
choices and adaptations. 

This sequence of events begins with a worker selecting 
the controller startup operation function key at the con 
sole. Pressing the key results, by the map in the "Creating 
Menus" subsection above, in scm starting a controller 
suite, ctl, in background (with respect to the console), 
and then exiting. Manufacturing is controlled at the con 
troller's terminal until a command is issued to stop the 
machinery. Then the worker returns to the console and 
presses the function key that shuts down the controller. 
This results in scm terminating the controller suite. 
Menus consist of mnemonically labeled function keys. 

They are updated by .profile as follows. If the label selected 
is associated with starting up workcell X, then the start X 
label is removed from the function keys and shutdown X and 
reset X labels are added. Opposite actions are performed for 
the shutdown operation. Resetting does not require updat 
ing the menu. 

On a more technical note, scm or .profile must arrange to 
catch console keyboard signals, including hangup, so that 
ctl's processes cannot be terminated incorrectly by other 

console activity. 
Wait versus Execute, scm's process can be kept from exiting 
in either of two ways: suspended execution, where it waits 
on one or more of the controller's programs, or sequential 
execution, where it can select one program to assume its 
process ID. 

In the previous examples, scm ran as a foreground or 
background process. In the first example it executed con 
currently and in the second example it used suspended 
execution. The next example is of an init process that runs 
sequentially. 
â€¢ Example: init Sequential Startup. In this example (see 

Fig. 4 and Table II), assume scm is listed in inittab as a 
r e s p a w n  p r o c e s s  a n d  t h a t  i n i t d e f a u l t  i s  i t s  i n i t _ s t a t e .  T h e n  
the boot phase spawns scm. In this case, scm is effectively 
a duty cycle control thread. 

scm concurrently executes ctl's programs, except for a 
special flag program, which it sequentially executes. 
When the controller shuts down, the flag process that 
assumed scm's process exits, init detects this and spawns 
another instance of scm. 
Fig. 4 may be somewhat misleading in suggesting that 

this design is simple. Major problems stem from the fact 
that root is the user while init runs. Permissions and/or user 
and group IDs must be carefully adjusted to avoid com 
promising the system seriously. Since the logon processes 
are skipped, environment variables such as PATH must be 
dealt con explicitly. In effect, this design requires the con 
troller to run continuously since shutting down automati 
cally results in restarting scm. 

If an init_state is dedicated to the controller, several other 
precautions must be taken, init's state should not be changed 
without first killing the controller's processes. Otherwise, 
at a state change init's process group leader (in this case the 
first process to open the station's port) will be killed au 
tomatically. Other processes are unaffected. Upon return 
to the controller's state a second copy of the controller will 
be created. Terminal (i.e., /dev/tty*) permissions are manipu 
lated by getty as a security measure. Care must be taken to 
reset these permissions upon return to the controller's init_ 
state. 

Finally, synchronizing I/O is questionable, stdin, stdout, 
stderr, and /dev/tty are not defined at startup (no getty and no 
sh). If shutdown is an initstate change, then the controller's 
operator interface and getty can end up simultaneously ac 
cessing the station's terminal. 
All-at-Once versus Preload. Programs for a multiprogram 
controller can be loaded (i.e., initiated or executed) all at 
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once at controller startup or most of them can be preloaded. 
In the second case, startup involves only a single program. 
In general, the first approach is simpler, the second is faster. 
One versus Several Controllers. Several controllers can 
run on a computer simultaneously. If so, user interface 
issues become much more complex. For example, there 
can be one terminal per controller, more terminals than 
controllers, or more controllers than terminals. In addition, 
scm must provide for starting up several controllers, each 
consisting of many programs. 

The number of controllers per computer affects what 
users can do at a given terminal. A controller can have a 
specific terminal dedicated to it or any controller can be 
run from any terminal. More than one controller can be 
run simultaneously from a single terminal. For example, 
one screen could control several controllers or each control 
ler could appear in its own window on the screen. 
Active versus Inactive. A controller's operator station can 
be associated with an active terminal (i.e., one that also 
can be used for logging on) or an inactive one (i.e., a termi 
nal that is activated by a program). In general, terminal-per- 
controller, dedicated, and/or inactive designs limit a sys 
tem's flexibility, but simplify its design and construction. 
Command Line versus Menu. An operator can be required 
to type command names and arguments or can be provided 
menus, function keys, a mouse, and/or a touch screen. 
Operator versus Automatic Startup. An operator can be 
required to start up a controller and any associated machin 
ery interactively, or the system can hide these steps by 
doing them automatically. Various strategies can hide some 
or all of the logon and startup phases. Controller startup 
and machinery startup can be at the same terminal or at 
different terminals. Placing both at the same terminal tends 
to unify these control levels. Conversely, using different 
terminals tends to separate the control classes. 

Hidden phases and/or unified control levels conceal op 
erational details. This concealment may simplify a worker's 
job when events are well-behaved. However, when things 
go wrong, concealed operational details make problem 
solving much more difficult. 
Password Security versus None. Controller security can 
range from none at all to providing multiple-password, 
brick-wall regimes. A user can gain access to a controller's 

functions by simply walking up to it, typing only a logon 
account name, typing a logon account name and a pass 
word, or traversing several levels of account names and 
passwords. 
Simplicity versus Complexity. The last two examples con 
trast the simplest and the most complex of the reasonable 
approaches for using UNIX mechanisms for controller ap 
plications. 
â€¢ Example: Single-Program passwd Startup. The notewor 

thy features of this example (see Fig. 5 and Table II) are 
that the controller is a single monolithic program, ctlp, 
and that it is listed in the passwd file and executed by 
login instead of a shell. 
In large part, this example's apparent simplicity is de 

rived from these choices. Complexity that is manifest in 
other The is transferred into clip's internal design. The 
system programmer does the work instead of building on 
UNIX tools. 
â€¢ Example: Preload Station Startup. In this last example 

(see Fig. 6 and Table II), all programs except a special 
flag program are concurrently executed via scm from an 
entry in re. A modified getty process displays indi 
vidualized controller menus on each terminal that serves 
as a control station. 

In this example, scm sequentially executes the flag pro 
gram. The flag process notifies the controller when it 
begins. The controller outputs the control screen and 
starts up the machinery without worker action. Manufac 
turing begins and continues until a shutdown is issued. 
The controller processes, including the flag process, are 
notified of the shutdown. The flag process exits, causing 
sh to exit, Â¡nit is signaled and respawns getty. getty resets 
its port and outputs the original menu. 

Conclusions 
None of the adaptations discussed above is best. Most 

of them trade complexity in adapting the UNIX system's 
boot/logon mechanisms for simplicity in the controller. The 
advantages of using UNIX facilities lies in their combinator 
ial versatility and power and their pre-existence. The dis 
advantage lies in their timesharing orientation. 
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A Virtual  User Simulat ion Uti l i ty 
The vuser utility makes it possible to simulate one or several 
users on a system. It is a useful tool for all types of testing, 
particularly interactive testing, vuser runs under the HP-UX 
operat ing system on HP 9000 Ser ies 800 and 300 
Computers. 

By Kjel l  A.  Olsson and Mark Bergman 

TESTING ACTIVITY is a major part of software de 
velopment. The task is particularly acute if the test 
ing requires interactive communication between the 

tester and the product. It is usually necessary to have a 
tester sit down and start the testing by hand. This person 
has to be very familiar with the application being tested 
and has to know what looks correct and incorrect when 
running a test. This requires many hours of high concentra 
tion. If a problem is found, the application must be fixed, 
and then the entire test has to be redone. 

vuser is a software utility created to do interactive testing 
without a human tester. It is for internal Hewlett-Packard 
use and is not available as a product. To use vuser, the tester 
writes a vuser script that executes exactly the same test the 
tester would have performed by hand, vuser follows the 
script to do the interactive testing and capture the test 
results for verification. The test can be repeated anytime, 
over and over again, vuser can also easily reproduce any 
problems found in a product. 

vuser allows a user to send, read, and compare characters 
(bytes) over a communication channel. Usually this chan 
nel is a regular RS-232-C communication link. On one end 
of the channel is a computer with the HP-UX operating 
system running vuser. On the other end of this logical chan 
nel is the application system with which vuser communi 
cates. The system on which vuser resides is called the host, 
and the application system is called the system under test, 
vuser provides a programmer with the ability to describe 
the interaction over the channel using primitive operations. 
It then executes the script written by the programmer to 
cause specific tasks to be done on the system under test, 
vuser does not require that the byte stream or sequence of 
characters coming from the system under test have any 
particular format. Since instruments, printers, and other 
devices that exchange information with a computer also 
communicate using byte streams, vuser can be used to exer 
cise any device that can be connected to an HP-UX system 
by some physical communication channel. In other words, 
vuser's name, which stands for "virtual user," describes 
only a subset of its functionality. 

vuser is currently being used in HP sites in Australia, 
Japan, Germany, England, and in many places across the 
U.S.A. 

It can communicate over a port from the host machine to 
another, or over a pty back to the host machine. A pty is a 
pseudoterminal developed for LAN communications. The 
port connection is usually RS-232-C from one port multi 
plexer into another port multiplexer. One of the connectors 
on such a line must be reversed like a terminal's connector. 
This way, the host computer looks like a terminal con 
nected to the system under test. It is also acceptable to 
connect one port to another on the same machine. Figs. 1, 
2, and 3 show different vuser systems. 

The port on the host system will be connected in software 
to a tty in /dev. This should be already set up by the system 
administrator of the host system. Also, if there is a getty on 
the host's try, it needs to be turned off, and there must be 
something running on the system-under-test's port to re 
ceive the incoming byte stream, (getty is the HP-UX program 
that allows a person to log onto a system.) 

When a pty is used, only the program that is to run on 
the pty needs to be specified. This program is usually sh 
(Bourne shell) or csh (C shell). Tests are then run in a local 
shell. For more information about sh and csh, consult the 
HP-UX Standard Specifications Manual. 

vuser is run like a normal HP-UX program. A script can 
be precompiled to save time. Interactions during a vuser 
run appear on the tester's terminal screen. When vuser ends, 
an HP-UX prompt appears. A tester can run as many vusers 
as desired at one time, but because of HP-UX limitations 

Master 
System 
HP 9000 
Series 

300 or 800 

System 
Under 
Test 

(any system) 

Running vuser  
vuser runs on the Series 800 and 300 computers of the 

HP 9000 product line, under the HP-UX operating system. 

Direct 
Connections 

Fig. 1 . Basic vuser system. 
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H P  9 0 0 0  
Series 

3 0 0  o r  8 0 0  Loopbacks 

Fig .  2 .  Loopback  sys tem.  

on the number of processes allowed a normal user, only 
two or three vusers should be run as a normal user. To run 
more vusers at the same time, the tester should be logged 
on with root permissions. 

H o w  v u s e r  W o r k s  
vuser works on a simple communication theory: send 

something to a system under test, and expect something 
back. All transactions in a vuser script are done this way. 
There is a send statement and an expect statement. The send 
statement sends a byte stream to the system under test. An 
expect statement matches the expected response with the 
return from the system under test. An expect statement is 
set up like a switch statement in C, but instead of cases, there 
are selects. The select statement contains a regular expression 
to match with the incoming stream. A simple type of regular 
expression is a pattern of bytes. For example: 

s e l e c t  " a . * b "  

finds the shortest string that starts with an a and ends with 
a b, such as acb. 

A basic exchange could look like this: 

send "echo Hi Therer" 

e x p e c t  s e l e c t  " H i  T h e r e "  
e n d e x p  

The r is a carriage return. 
Any information that comes back from an application is 

stored in a lookahead buffer. This is the buffer that is looked 
at by the select statements. All of the select statements in an 
expect are processed at the same time, and the first pattern 
that matches gets to execute its statements. When a pattern 
is matched from the lookahead buffer, that part of the buffer 
is thrown away, and any subsequent matching occurs from 
this point. A word of caution here. A select statement will 
match the first pattern that fits, not necessarily the one it 
might be expected to match. For example, if an HP-UX 
prompt is being matched, and the application sends back 
a string that looks exactly like the prompt, then the select 
will match that string. The result might be that a send is 
executed that should not have been executed yet. 

Making a Test  
The first thing a person doing interactive testing must 

realize is that the test is done on a real application. Many 
unexpected things can happen while an interactive appli 
cation is being used. For example, in the HP-UX system, 
when a carriage return is hit while a prompt is on a terminal 
screen, another prompt would be expected to return from 
the computer. Usually, a prompt returns as expected. But 
sometimes, it may take a while for the prompt to appear, 
other characters from a background job may appear first, 
or the prompt could be lost somewhere by the computer 
or between the computer and the terminal. A tester would 
normally just hit carriage return again to get a new prompt 
before continuing. 

vuser scripts should be treated the same way as real in 
teractive testing and should be set up just like a live testing 
session. There should be a discussion between the test and 
the application. All the normal exchanges in this discus 
sion are the meat of a script. The ability to handle the 
unexpected as well as the expected lies at the heart of 
writing a powerful test script. Writing a script can be a 
very complex task. Testing a system that works exactly as 
desired is easy. Testing a system that does exactly what it 
is told to do is not. Alas, most code and machines are 
imperfect. So, a script should be written to accommodate 
any problems as well as the normal interaction with the 
system to be tested. 

t i m e o u t s  a n d  s l e e p s  
It often happens that a system will fail to respond for a 

period of time. When this happens, a tester will normally 
hit the RETURN key or the BREAK key until the application 
responds again. The timeout statement was created to handle 
this condition. 

A timeout is used like a default statement in a switch state 
ment in C. A timeout is the last selection-type statement in 
an expect statement. It can take two parameters. The first 
parameter is the time in seconds that a script will stay in 

Remote 
System(s) 

Graphics 
Monitor(s) 

F i g .  3 .  F u l l  v u s e r  s y s i e m .  
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an expect statement before selecting is stopped. If none of 
the expect statement's select statements is matched before 
this time runs out, a timeout occurs, and the statements 
associated with the timeout are executed. The second param 
eter is a number specifying the maximum number of times 
this timeout can occur. If the number of timeouts is greater 
than the second parameter, then the script ends, and an 
appropriate message is printed. This parameter is used to 
stop tests that are in serious trouble. If a timeout is not 
specified in an expect statement, the script will stay in the 
expect until one of its selects is matched. 

Following is an example of a script that logs onto an 
HP-UX system. This example also uses labels and gotos. 

s e n d " \ r "  
login: 

expect 
select "login:" 

send  "use rname  r  
select "Password:" 

s e n d " r "  
goto login 

t imeout  10  5  
s e n d " r "  
goto login 

endexp 
password: 
expect 

"Password:" 
s e n d  " m y p a s s w o r d r "  

select "login:" 
s e n d  " u s e r n a m e r "  
goto password 

timeout 10 5 
s e n d " \ r "  
goto login 

endexp 

/ label identifying this 
expect */ 

/ matched login */ 
/ send login name */ 
/ saw "Password:" */ 
/ send RETURN*/ 
/ look for login again */ 
/ didn't see either */ 
/ send RETURN */ 
/ look for login again */ 

/ matched Password */ 
/ send secret password */ 
/ hmm, shouldn't be here! */ 
/  oh well!*/ 
/ now we are back in sync */ 

/ send return */ 
/ try again */ 

Sometimes there needs to be a wait between two actions, 
or the speed of the sending of byte streams needs to be 
slowed down. The sleep time statement causes a script to 
wait time hundredths of a second before continuing, sleeps 
are used to set up timing in a script. Also, they can simulate 
a person's typing speed or response time. 

A tester should be wary of just using sends and sleeps in 
a script. Most systems that are tested do not run the same 
every time. A script whose timing is correct for one test 
run might fail unexpectedly on another test run. The best 
way to be sure a test is running correctly is by using the 
basic send-expect communication pairings and use sleeps 
only where necessary. One other caution about sleeps is 
this example: 

expect 
select "a.*b" 

s e n d  " m o r e  s t u f f r "  
sleep 20 

endexp 

This sleep may cause a problem for the next expect. This 

is because the script might not leave the last expect before 
a reply comes from the system under test. 

Macros 
When a complicated exchange needs to be done many 

times in a script, the exchange should be made into a macro. 
A macro can be built out of any part of a vuser script and 
used in the script where necessary, vuser macros use the 
capabilities of the C preprocessor. For more information 
on the C preprocessor and the building of macros, look up 
cpp(1), in the HP-UX Standard Specifications Manual. 

Finishing Up 
vuser scripts are programs, and as such, usually take sev 

eral iterations to become solid. If a test fails, the results 
will show exactly how the test failed, vuser does not do 
post-test checking. There are other programs that help in 
test HP-UX including grep(1 ) and diff(1 ) from the HP-UX 
utilities. 

vuser sends all the output from its run to stdout, the stan 
dard output file of the HP-UX system. A tester can also 
have vuser leave a log of the test. A logfile is created in 
parallel with the output going to stdout. The logfile contains 
beginning and ending time stamps, elapsed time, the port 
that is being worked on, the type of transaction, the number 
of bytes in the transaction, and the byte stream of the trans 
action. The time stamps are accurate to 100 microseconds 
on the HP 9000 Model 840. A logfile is stored in a non-ASCII 
byte format. This format can be translated into ASCII by 
using the program vtoa. 

Commands 
This section presents all of the vuser commands and their 

syntax. Regular expression syntax is explained in the fol 
lowing section, vuser run string options are listed in the 
box on the next page. 

Commands can be separated by newlines or semicolons. 
See cpp(l) for a description of cpp directives. 

distribute normal mean deviation [min [max]] 
distribute binomial mean deviation [min [max]] 
distribute off 

distribute specifies the distribution of time waited between 
each pair of characters sent to the output stream. The DELAY 
symbol used in a sleep statement is also evaluated to a new 
value consistent with the current distribution, each time 
i t  i s  o f  d i s t r i b u t e ' s  f i r s t  a r g u m e n t  i s  t h e  t y p e  o f  
distribution, off is the default type, and turns the distribu 
tion feature off,  causing output to the output stream to 
occur at full speed and DELAY to evaluate to zero, normal 
sets up a table-driven normal distribution, binomial sets up 
a binomial distribution. This implementation has more 
overhead and less long-term accuracy than the normal dis 
tribution, but is compatible with tepe. 

The parameters for the normal and binomial distribu 
tions are in hundredths of a second. Mean is the average 
delay between characters, deviation is the standard deviation 
from the mean, min is the minimum delay between charac 
ters. This is optional, but required to specify max. The de 
fault min value is mean - (3 x deviation), but not less than 
zero, max is the maximum delay between characters. The 
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vuser Run String Options 

O n l y  o n e  f l a g  m a y  f o l l o w  e a c h  - .  P a r a m e t e r s ,  w h e n  p r e s e n t ,  
m u s t  f o l l o w  t h e  f l a g  e x a c t l y  a s  s h o w n  b e l o w ,  e i t h e r  a f t e r  a  s p a c e  
o r  w i t h  n o  i n t e r v e n i n g  s p a c e .  

s c r i p t  T h e  n a m e  o f  a  f i l e  c o n t a i n i n g  t h e  v u s e r  c o m  
m a n d s .  I t  m u s t  b e  s p e c i f i e d .  A n  u n c o m p i l e d  
sc r ip t  f i l ename i s  expec ted  to  end  in  . v ;  i f  i t  
does ,  a  comp i l ed  ve rs ion  w i l l  be  l e f t  i n  a  f i l e  
o f  the same name wi thout  the .v  ta i l  .  

-  D n a m e  =  d e f  D e f i n e  n a m e  t o  t h e  p r e p r o c e s s o r ,  a s  i f  b y  a  
#de f ine  d i rec t i ve .  I f  no  =de f  i s  g i ven ,  name i s  
d e f i n e d  a s  1  .  U s a b l e  o n l y  w h e n  c o m p i l i n g  a  
source f i le ;  see cpp( i  )  fo r  deta i ls .  

- E  e n q / a c k  c o m p a t i b l e  o p e r a t i o n :  w h e n e v e r a n  
enq  i s  rece ived ,  an  ack  i s  sen t .  No th ing  e lse  
i s  c h a n g e d .  

- F  F l u s h .  I n h i b i t s  b u f f e r i n g  o f  o u t p u t  t o  s t d o u t  
and  t o  t he  l og f i l es .  When  th i s  op t i on  i s  g i ven ,  
o u t p u t  i s  w r i t t e n  i m m e d i a t e l y ,  a t  t h e  e x  
p e n s e  o f  a d d i t i o n a l  o v e r h e a d .  

- I d i r  I n c l u d e .  C h a n g e  t h e  a l g o r i t h m  u s e d  b y  t h e  
p rep rocesso r  fo r  f i nd ing  i nc lude  f i l es  to  a l so  
s e a r c h  i n  d i r e c t o r y  d i r .  U s a b l e  o n l y  w h e n  
c o m p i l i n g  a  s o u r c e  f i l e ;  s e e c p p ( i ) .  

- N  T h i s  c a u s e s  t h e  s o u r c e  s c r i p t ,  o n c e  c o m  
p i l ed ,  t o  be  decomp i l ed  and  sen t  t o  s t dou t .  A  
v u s e r  s e s s i o n  i s  n o t  r u n .  T h e  d e c o m p i l e d  
s c r i p t  i s  r e c o m p i l a b l e .  T h i s  o p t i o n  i s  u s e f u l  
i f  t h e  s o u r c e  c o d e  f o r  a  c o m p i l e d  s c r i p t  h a s  
b e e n  l o s t ,  a n d  i s  a l s o  g o o d  f o r  d e b u g g i n g ,  
s i n c e  i t  s h o w s  t h e  c o d e  v u s e r  a c t u a l l y  e x e  
c u t e s .  F o r  d e b u g g i n g ,  s e e  a l s o  v u b ( i ) .  

-  Ã š n a m e  U n d e f .  R e m o v e  a n y  i n i t i a l  d e f i n i t i o n  o f  
n a m e  i n  t h e  p r e p r o c e s s o r .  U s a b l e  o n l y  w h e n  
comp i l i ng  a  source  f i l e ;  see  cpp( i  ) .  

- v t o k e n  =  s t r  A l l  o c c u r r e n c e s  o f  t o k e n  i m m e d i a t e l y  s u r  
r o u n d e d  b y  s i n g l e ,  d o u b l e ,  o r  g r a v e  ( b a c k )  
q u o t e s  w i l l  b e  r e p l a c e d  b y  s t r .  T h i s  s u b s t i t u  
t i o n  i s  d y n a m i c ,  n o t  p r e c o m p i l e d  a s  i s  t h e  
- D  o p t i o n .  I t  i s  u s a b l e  o n l y  w h e n  c o m p i l  
i ng  a  sou rce  f i l e  o r  when  token  i s  a l so  used  i n  
a  s u b s t i t u t e  s t a t e m e n t  i n  t h e  s c r i p t .  

- c  C o m p i l e  t h e  s c r i p t ,  b u t  d o  n o t  r u n  i t .  T h e  
s o u r c e  f i l e  m u s t  h a v e  a  . v  s u f f i x .  T h e  c o m  
p i led  code  i s  l e f t  i n  a  f i l e  o f  the  same name,  
bu t  w i thou t  the  su f f i x .  

- I  t o g f i i e  L o g f i l e .  W h e n  s e l e c t e d ,  t i m e  s t a m p e d  
b ina ry  log  records  a re  wr i t ten  to  log f i l e .O  and  
log f i i e . i .  Then ,  runn ing  v toa  w i l l  c rea te  a  read  
ab le  ASCI I  l og f i l e .  See  v toa ( i  ) .  The  log f i l e  f o r  
mat  is  def ined in  v iog(4) .  

- m  L o c k  v u s e r  i n t o  m e m o r y ,  s o  i t  c a n n o t  b e  
s w a p p e d  o u t .  

- p c m d  p t y .  S p e c i f i e s  t h a t  a  p s e u d o p o r t  i s  t o  b e  u s e d  
o n  t h e  l o c a l  s y s t e m ,  r a t h e r  t h a n  a  n o r m a l  
p o r t  ( s e e  t h e  - t  o p t i o n ) .  T h e  p a r t i c u l a r  
p s e u d o p o r t  i s  a u t o m a t i c a l l y  s e l e c t e d  f r o m  
t h o s e  a v a i l a b l e ,  b u t  t h e  f u l l  p a t h n a m e  o f t h e  
p rog ram seen  a t  t he  o the r  end  o f  t he  p t y  (e .g . ,  
/ b i n / csh )  mus t  be  spec i f i ed  he re  ascmd .  

- t  p o r t  t t y .  S p e c i f i e s  t h e  f u l l  p a t h n a m e  o f  t h e  l o c a l  
system por t  used by vuser ,  e .g . ,  /dev/ t ty04.  I t  is  
r e q u i r e d  u n l e s s  a  p s e u d o p o r t  i s  u s e d  ( s e e  t h e  
- p o p t i o n .  

- w  w a i t .  T e l l s  v u s e r  t o  w a i t  f o r  a  S I G I N T  ( s e e  s i g n a l  
( 2 ) )  be fo re  s t a r t i ng .  I t  comp i l es  t he  sc r i p t  and  
p a u s e s  j u s t  b e f o r e  i t  i s  e x e c u t e d .  

d e f a u l t  i s  m e a n  +  ( 3  x  d e v i a t i o n ) .  

expec t  
s e l e c t  " r e g - e x p "  

s t a t e m e n t  

[ s e l e c t  " r e g - e x p "  
s t a t e m e n t  

[ t imeou t  sees  [ coun t ]  
s t a t e m e n t  

] 
e n d e x p  
The expect statement is a case statement. The action of 

the expect statement is to monitor the input stream and 
branch according to its select and timeout statements. The 
statements associated with the first select (or the optional 
timeout) that is satisfied are executed, then control is passed 
to the next statement after the endexp. The contents of the 

input buffer are flushed once a select is matched or a timeout 
is executed. 

The select statement matches on its regular expression 
reg-exp (see the section on regular expressions, next page). A 
timeout is selected if none of the selects in the expect statement 
is satisfied before the time sees has expired. The count 
parameter can be given to specify the maximum number 
of times this timeout case can be executed during execution 
of the infi script. If not specified, count is effectively infi 
nite. This parameter sets a counter with its particular timeout 
statement. Once set, this counter is never reset, but is dec 
remented each t ime the t imeout  is  executed.  Once the 
counter  reaches zero,  execution of  the whole scr ipt  is  
aborted. 

A timeout is no longer active after one of the expect state 
ment's selects is matched, or once the expect statement is 
done. An expect statement is not allowed among a timeout 
case's associated statements, but a goto to another expect is 
acceptable. 
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go to  l abe l  
The single argument of goto is the name of a label. The 

next statement executed will be the one immediately after 
the label. 

Â¡mode char 
Â¡mode l ine length 
Â¡mode l ine "chars"  

Â¡mode sets the format of output to the logfiles. Specifically, 
it  sets the criteria for breaking the output into separate 
logfile records, char mode causes each character sent or 
received by vuser to be logged into a separate record. The 
parameter for line mode is either a maximum record length 
or a string of end-of-record characters. If the string is given, 
the occurrence of any one of them is sufficient to force the 
end of the current record. The default format is Â¡mode line. 

label :  
A label names a location in the script to be used as the 

target of a goto. 

l o g  " m e s s a g e "  
The message within double quotes is put into the logfile 

when the log statement is executed, if the -I command-line 
option was given. 

r e p e a t  c o u n t  
s t a t e m e n t  

d o n e  
The single argument of repeat is a count of the number 

of times the statement(s) between it and the following done 
are to be executed. 

r tp r io  pr io r i ty  
rtprio executes the HP-UX command that allows the user 

to set a real-time priority of up to 127. The process can 
take over the machine and run in real time for performance 
measurements. 

s e n d  B R E A K  
s e n d  ' c o m m a n d 1  
send ' f i l e '  
s e n d  " m e s s a g e "  [ d i s t t y p e  m e a n  d e v i a t i o n  [ m i n  [ m a x ] ] ]  

send writes to the output stream any characters within 
double quotes, the contents of a file specified within single 
quotes, the results (stdout) from execution of an HP-UX com 
mand presented within grave (back) quotes, or a communi 
cations break if BREAK is specified. 

Output to the output stream is done at  the full  speed 
vuser and the output port can handle unless a distribute state 
ment has been executed, in which case the timing between 
characters is as specified by the last distribute statement exe 
cuted. This can be overridden for a single send statement 
by providing the optional disttype parameters, which are the 
same as used in the distribute statement. 

s h e l l  " c o m m a n d "  
The argument of shell, within quotes, is sent to the HP-UX 

system to be executed. The output of the command is sent 
via the output stream to the system under test. 

s l e e p  D E L A Y  [ d i s t t y p e  m e a n  d e v i a t i o n  [ m i n  [ m a x ] ] ]  
s l e e p  t i m e  

The argument of sleep is either an integer constant indi 
cating hundredths of a second to delay before further ac 
tion, or DELAY. DELAY evaluates to a time consistent with 
the timing distribution specified by the last distribute state 
ment executed. This can be overridden for a single sleep 
DELAY statement by providing the optional disttype parame 
ters, which are the same as used in the distribute statement. 

s t t y  " a r g u m e n t s "  
stty mimics the HP-UX stty(1) command. It acts on the 

output port connected to the system under test .  Within 
double quotes, it takes the same arguments as the HP-UX 
command, and can be used to set character size, baud rate, 
and anything else settable from the HP-UX system. XON/ 
XOFF is the default setting for both transmit and receive 
flow control. The statement stty should be used to turn off 
transmit flow control for communications with MPE sys 
tems. See stty(1) in the HP-UX manual. 

s u b s t i t u t e  t o k e n  " r e p l a c e m e n t "  
Like it #define statement, substitute causes token, when it 

occurs subsequently in the script, to be replaced by replace 
ment. However, these substitutions are done in real time 
rather than precompiled, and apply only when token is im 
mediately surrounded by single, double, or grave (back) 
quotes in the script. For clarity, it is recommended that 
each token begin with a #. 

Substitutions are particularly valuable because they can 
be changed from the vuser command line. The statement 
substitute token enables use of the -V option with token. 

Regular Expressions 
reg-exp (used in select, above) represents a regular expres 

sion of the form used by ed, vi, and grep to specify strings 
to be selected from a bunch of text, select statements in vuser 
use these reg-exps â€” a subset of those available in ed â€” to 
specify strings to be selected from the input stream. A string 
is matched to a reg-exp from left to right. Except as noted 
below, each character of a string that matches a reg-exp must 
match the next character in the expression. For example, 
since . matches any character, the expressions s.x, s.*x, and 
s. will match the string six; but the expressions sx, sax, and 
s..x will not. 

The reg-exp notation is as follows: 
A period matches any single character. 

 Backslash escapes the special  meaning of  the 
following character. 

+ The plus sign means "one or more of the preced 
ing character. ' ' It may not appear as the last charac 
ter of a reg-exp used with a select unless its special 
meaning is escaped. 
The asterisk means "zero or more of the preced 
ing character." It also may not appear as the last 
character of a reg-exp used with a select unless its 
special meaning is escaped. 

[ ] Any character within the brackets is considered 
a possible match for the next character in the input 
stream. Exceptions to this are - (see following), 
,  and ],  which must be escaped. 
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Within brackets, the minus sign is a range speci 
fier. A range of ASCII characters can beÂ«pecif ied 
by placing the lower bounding character before the 
minus sign and the upper bounding one after it. 
For example, all numbers can be specified by [0-9], 
and all letters by [a-zA-Z] (Note: [c-a] is backwards 
and incorrect, and [A-z] includes some special 
characters). However, if the minus sign is the first 
character inside the brackets or if it is outside the 
brackets, it is interpreted literally. 

C A T S  
vuser is a part of CATS, an internal HP system that in 

cludes many tools supporting vuser and many other aspects 
of testing. As mentioned before, there is vtoa, the logfile 
translator, vtoa takes vuser logfiles and produces a readable 
output. The information from this output is organized by 
time. All the transactions that occur during a vuser session 
are recorded in this logfile output. There is also vub. vub 
will compile a vuser script and expand out all the macros 
in the script. The result is the script vuser actually sees, vub 
is used mostly for debugging scripts, reap and ucap are two 
programs that capture keystrokes as a tester actually works 
with a computer system. This allows a tester to run an 
application by hand. While the person is working on the 
computer, the entered keystrokes and the time between 
each keystroke are stored by reap or ucap. Then, when the 
person is done with the test, reap or ucap will create a vuser 

script file. When this new vuser script file is executed, it 
will exactly reproduce what this tester just finished, right 
down to the typing speed, expect statements still need to 
be put into the scripts made by reap and ucap. This is so 
that any timing problems of interacting with the system 
under test are taken care of. 

Large test runs can produce much information. This in 
formation usually needs to be processed intelligently to 
capture any important facts produced by the test. This can 
be be done using the Data Reduction Filter (DRF), which 
is currently being developed as part of CATS. DRF is actu 
ally another interpreter like vuser, with its own powerful 
language. 

Scripts written in the DRF language do the data reduction 
on the test output. DRF scripts are written knowing how 
the data is stored and exactly what a tester wants to see, 
or not see, from the test results. This way, unimportant 
information can be thrown away, and the rest of the infor 
mation can be compared to see if the the test was successful 
or not. 
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An HP-UX Kernel Load and Measurement 
System 
This system runs on HP Precis ion Archi tecture computers 
under  the HP-UX operat ing system.  I t  can be used to  
generate and measure d i f ferent  types of  HP-UX kernel  
activities. 

by Kje l l  A .  Olsson and Grace T .  Yee 

THE KERNEL LOAD AND MEASUREMENT system 
has been developed to test the HP-UX operating sys 
tem on HP Precision Architecture computers under 

various levels of stress, and at the same time, to measure 
and control that stress. 

The system is designed to be used together with any type 
of tests or test packages (kernel, commands, subsystem, or 
application test package). The system makes sure that the 
specified load or measurement is generated and leaves the 
testing responsibilities to the test package. 

The load generating portion of the system is a feedback 
controlled package that allows a user to specify a desired 
load on a scale between 0 and 100%. For each load area, 
a specific program is responsible for maintaining the 
specified load. A user can add a load program to any areas 
measured. 

The measurement portion of the system is used by all of 
the load programs and by on-line and off-line display pro 
grams. The on-line display program displays the current 
load using bars or meters on bit-mapped displays while 
the off-line programs display measurements on hard-copy 
line diagrams or tabular reports. 

The Kernel Load and Measurement System is for internal 
HP use and is not available as a product. 

Objectives 
The Kernel Load and Measurement system was designed 

with the following goals in mind: 
â€¢ Allow independent load control of key kernel areas 
â€¢ Provide real-time response to changes in load require 

ments 
â€¢ Provide self-adjusting capability to respond to external 

load disturbances 
â€¢ Provide one common utility to measure stress loads for 

all kernel parameters 
â€¢ Provide on-line real-time monitoring capability 
â€¢ Provide off-line display capability 
â€¢ Provide a local, transparent distributed environment 
â€¢ Flexible and extendable design to allow for future en 

hancements. 

System Overv iew 
The Kernel Load and Measurement System consists of a 

The HP-UX operat ing system is Hewlett-Packard's version of the UNIX System V operat ing 
system countries. is a registered trademark of AT&T in the U.S.A. and other countries. 

shared memory area, which serves as a central communi 
cation area between different components in the system, 
and the following system components: load measurement, 
load generation, and display programs. 

The load measurement component consists of a program 
called Snap, which extracts load measurements from the 
kernel and stores the information in the shared memory. 
The HP-UX kernel has been instrumented in many areas 
to keep track of different types of load information used 
by Snap. 

The load generation component is started by the load 
daemon, which first starts Snap and then starts individual 
load programs to generate the expected load. The expected 
load levels can be specified and changed by users interac 
tively from a terminal or automatically from different types 
of load and test selectors. Each load program uses the data 
generated by Snap and is responsible for generating and 
maintaining a specific system load. 

The display programs display the data collected by Snap 
on screens for on-line monitoring or on hard-copy line 
diagrams or tabular reports for off-line reporting and 
analysis. The data can also be stored in a file for temporary 
storage. This file can later be fed to the screen display 
programs, which can display the prerecorded data, or to 
the diagram and tabular report generating programs. The 
screen display programs can display the data in slow mo 
tion, fast forward, and reverse. 

Key Data Structure 
To accomplish the objectives of shortening response time 

and minimizing system resource utilization, we have used 
the UNIXÂ® System V shared memory feature to store the 
critical communication information. This provides an easy 
access mechanism to central data for all the system mod 
ules. 

There are nine key components in the shared memory 
for each load and measurement area: 
â€¢ Address Label. Label to use when addressing this load 

or measurement area. 
â€¢ Display Label. Used as a description label when display 

ing a measurement on screen or paper. 
â€¢ Max Value. Maximum system load value (e.g., for a file 

table load, this contains the maximum number of entries 
in the table). 

â€¢ Actual Value. Actual system load value (e.g., for a file 
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table load, this contains the actual number of entries in 
use in the table). 

â€¢ Expected Value. Expected or desired system load value 
in percentage of the max value (e.g., for a file table load, 
this contains the percentage of the file table that we want 
to fill). 

â€¢ Damped Value. Moving average of the actual value. The 
damped value is useful for both load control and display 
ing the overall trend of load variations over time when 
there are frequent fluctuations in the actual value. 

â€¢ Damping Factor. Value indicating the degree of damping 
to be applied to the actual value (0 = no damping, 1 = 
max). 

â€¢ Regulating Factors. Factors used to control the PID reg 
ulator. The three fields control the weight of the propor 
tional, integral, and differential sections of the PID reg 
ulator. 

â€¢ Load Prog Parameters. Auxiliary parameters for debug 
ging and informational purposes. 
Fig. 1 shows an example of the key data structure. 

Load Measurement 
The program called Snap is responsible for taking snap 

shots of the actual loads from the kernel. Users can start 
the measurement system by running Snap, optionally pass 
ing to it the run-time priority and the path name of a startup 
file. 

When Snap is started, it locks itself in memory and runs 
at a high real-time priority. This is to ensure that the load 
measurements are always collected, especially when the 
system is heavily loaded. 

During startup, Snap checks for the existence of the 
shared memory. If it does not exist, Snap allocates the 
shared memory and then initializes address labels, display 
labels, max values, expected values, damping factors, and 
regulating factors based on the information from the startup 
file. It also stores the name of the startup file in the shared 
memory. The startup file is also used by the on-line display 
programs and the load programs. 

Snap then goes into an infinite loop doing the following: 
â€¢ Extracts the actual system load from the kernel 
â€¢ Calculates the damped values 
â€¢ Updates the actual values and damped values in the 

shared memory 
â€¢ Sleeps a specified length of time. 

Snap calculates the damped values as a moving average 
of the actual values based on the following formula: 

DV(0) = AV 

DV(n) = DV(n - 1) * d + AV * (1 - d) 

where DV is the damped value, AV is the actual value, and 
d is the damping factor (O =s d s 1). If d = O, there is no 
damping. If d = 1, there is maximum damping and DV 
will never change. 

As mentioned earlier, damped values are useful for dis 
playing the overall trend of load variations over time when 
there are frequent fluctuations in the actual values. 

For each update of the shared memory, Snap updates 
the counter in the communications area of the shared mem 
ory. The counter is used by the load programs and display 
programs to find out if the shared memory has been updated 
by Snap since they last accessed the shared memory. 

The frequency with which Snap updates the shared 
memory is a parameter in the shared memory and can be 
modified dynamically by the user. 

Load Generation 
The user can specify initial values for the shared memory 

and run-time parameters for the load programs in a startup 
definition file. The following is a list of information that 
can be given for each load and/or measurement area. 
â€¢ Address Label. Identifies a specific load area in the 

shared memory. The label is used to address the specific 
load and/or measurement area. 

â€¢ Display Label. Label used by the display programs. 
â€¢ Max Value. Maximum value of the load area. 
â€¢ Damping Factor. Damping factor of the load area. 
â€¢ P. Proportional regulating factor of the load area. 
â€¢ I. Integral regulating factor of the load area. 
â€¢ D. Differential regulating factor of the load area. 
â€¢ Priority. Priority of the load program. This can be a 

numeric value specifying the real-time priority or T for 
timesharing. 

â€¢ Run String. Full path name of the load program followed 
by any run-time parameters to be passed to the load 
program. 

â€¢ Accelerator File. File used by the load program specify 
ing the relationship between the load and the values of 
the different parameters used when controlling the load. 

â€¢ Working Directory. The directory the specified load pro 
gram will be running under. 
All but the first four entries are optional if the area is 

measurement-only. 
The full path name of the startup file (default: .loadrc) can 

be passed as a parameter to the load daemon and Snap. It 
will be stored in the shared memory by Snap. This removes 
the requirement to have a specific file in a certain location. 
Users can use a shared memory display utility to find out 
the name of the startup file for modifications to the file. 
Load Control. The load level for each load area is controlled 
primarily through the setting of expected values in the 
shared memory. The expected values do not have to be set 

Fig .  1 .  The  key  da ta  s t ruc tu re  in  
s h a r e d  m e m o r y  c o n t a i n s  t h e  p a  
ramete rs  spec i f i ed  fo r  each  load  
and measurement  area.  
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Disturbance 

Expected Load 
R(t) 

F ig .  2 .  A  l oad  p rog ram dep i c ted  as  a  s i ng le - l oop  samp led  
feedback control system. See text for definitions of symbols. 

up before the load system is started. They can be set up or 
altered at any time while the load system is in operation, 
and each load program will automatically adjust to the new 
load level. 

There are several ways to set or change the expected 
values in the shared memory. They can be specified by 
users interactively, using shared memory update utilities. 
They can be specified by a test script if there is a load 
environment that the test expects to run in. They can be 
selected and specified by a test selector controlling test 
and load activities on one or several systems in a network. 
In this case, one of the systems will be the master controller. 
From the controller, the user can start up test and load 
programs on the rest of the systems in the network and set 
or alter the expected loads dynamically. The load is usually 
set randomly or set to vary over time using different math 
ematical functions such as cosine or triangle waves. This 
setup method is extremely useful when testing networks 
and distributed systems. 

Load Daemon 
The load daemon is responsible for starting up the load 

system. It reads the startup file and starts the Snap program, 
passing to it the name of the startup file. It waits for Snap 
to allocate and initialize the shared memory, and then 
checks the expected values in the shared memory. For each 
load area with a nonzero expected value, the load daemon 
will start up a load program based on the run information 
in the startup file. Afterwards, it goes to sleep and wakes 
up periodically to scan the expected values. If an expected 
value has changed from zero to nonzero or vice versa, it 
will start up or terminate the corresponding load program. 
The frequency with which the load daemon checks the 
expected values is a parameter stored in the shared memory 
and can be modified dynamically by the user. 

Load Programs 
Each load program is implemented as a single-loop or 

multiloop sampled feedback control system. That means 
that each load program reads the current load from the 
system (i.e., the shared memory area updated by Snap), 
compares it with an expected load (i.e., the expected value 
in the shared memory), and tries to readjust the load to 

bring it closer to the expected value. 
A single-loop system only compares the actual and ex 

pected values. A multiloop system also looks at how the 
actual value is changing (away from or toward the expected 
value) and the length of time the actual value has been 
different from the expected value. 

The measurements and comparisons are done in discrete 
time. The actual values in the shared memory are only 
updated by Snap once each time interval (tunable param 
eter), and each load program can only read the shared mem 
ory between load generating duties. Fig. 2 depicts a load 
program as a single-loop sampled feedback control system, 
and Fig. 3 depicts a multiloop system. 

In Fig. 2, R(t) is the expected value or reference value, 
and E(t) is the input to the load generating portion of the 
program. E(t) describes how well the program is doing in 
comparison to the expected load R(t). G(t) is the load 
generating portion of the program. It is up to the load pro 
gram to convert E(t) into an increase or decrease of the 
load. D(t) represents disturbances put on the system by 
other programs. C(t) is the actual load on the system. The 
next time Snap runs, this value will be stored as the actual 
value in the shared memory, (t-1) is a time delay of one 
Snap update time interval. H(t) is a function using the 
expected value R(t) and the actual load C(t- 1) to provide 
feedback to the load program. 

Two routines or regulators have been written to imple 
ment the models of Figs. 2 and 3. They handle everything 
in the models except the load generating part, G(t), which 
is the responsibility of each load program. The two reg 
ulators differ in the H(t) section and the nature of the output 
E(t). One regulator (Fig. 2) is designed for static load and 
returns an absolute value (the difference between the actual 
and expected load) while the other (Fig. 3) is designed for 
a dynamic load and returns a relative value based on pro 
portional, integral, and differential values of the difference 
between the actual and expected loads. 

Each load program is responsible for attaining and main 
taining the expected load for a specific load area. It calls 
the regulator routine which provides feedback on how 

Disturbance 

Actual Load 

Expected Load 

Proportional Factor 

Integral Factor 

Differential Factor 

F ig .  3 .  A  dynam ic  l oad  p rog ram imp lemen ted  as  a  p ropo r  
t ional- integral-dif ferential (PID) control system. 
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much the load needs to be increased or decreased to reduce 
the deviation of the actual load from the expected load to 
zero. The load program does the appropriate amount of 
work to achieve the expected load and then calls the reg 
ulator again to check the progress. 

If the load program cannot achieve the expected load 
running at 100%, it will fork and let its child be responsible 
for achieving the expected load level while it is still running 
at 100%. The forking process is repeated until the target is 
reached. The reverse is also true. If the expected load has 
been reduced or an external disturbance, such as a test 
program running in parallel, causes the actual load to ex 
ceed the expected load, the load program will terminate 
its youngest child to reduce the load. The termination pro 
cess is repeated until the target is reached. Note that the 
load program's role is to guarantee a minimum load. If an 
external disturbance generates a load higher than the ex 
pected load, the load program will remain dormant. The 
resultant load will still be higher than the expected load. 

There are two types of load programs, static load and 
dynamic load. They differ primarily in the regulator they 
use and the mechanism for achieving the expected load. 
Static Load. A static load, once it is generated, will remain 
stable. No work is needed to maintain the load. Examples 
of static loads are filling up system tables and using up 
memory areas. Static loads typically have a well-defined 
measure of the deviation of the actual load from the ex 
pected load. There is also a well-defined unit of work that 

needs to be done to achieve the expected load. 
The regulator for a static load is very simple. The return 

value from the static regulator is calculated as follows: 

Return (Static Regulator) 
= Max Value * Expected Value/100 - Actual Value. 

Note that the expected value is expressed as a percentage 
of the max value, so it needs to be converted to an absolute 
value. 
Dynamic Load. A dynamic load, once it is generated, re 
quires continuous input from the load program to maintain 
the load level. Examples of dynamic loads are I/O activities, 
paging activities, and swapping activities. Unlike static 
load, there typically is no well-defined formula of how 
much work is needed to achieve the expected load. 

Because we need a general-purpose design that can be 
used to generate any dynamic load, we have implemented 
the dynamic load programs as multiloop sampled feedback 
control systems using a PID regulator. A PID regulator is a 
very general regulator that returns a relative value to the 
calling program, telling it how well it is doing in compari 
son to the expected value. The regulator calculates its re 
turn value based on the proportional distance between the 
actual and expected values, the time integral of this dis 
tance, and the time derivative of this distance. These three 
parameters are all multiplied by factors stored in the reg 
ulating factors area of shared memory for each load program 

Expected 

Characters/sec 

T  
3 0 0  

~ T  

750 

~ T  
9 0 0  

Time (s) 

Fig.  4.  Diagram generated by the 
of f - l ine d isplay system showing a 
dynamic load program contro l / ing 
the load on the fly driver. This load 
p rog ram uses  the  damped  va lue  
to  ca lcu la te the feedback.  Param 
e t e r s  s e t  f o r  t h e  p r o g r a m  a r e :  
d a m p i n g  f a c t o r  =  0 . 4 ,  P  =  0 . 4 ,  
I  =  0 . 2 ,  D  =  0 . 4 .  
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before they are added to get the returned value. This makes 
the regulator very tunable for each load area. 

Fig. 3 depicts a dynamic load program using a PID reg 
ulator. The return value from the PID regulator is mapped 
into an accelerator file to determine the amount of work 
needed to reach the expected load. Each entry in the file 
describes the amount of work needed to generate a specific 
load level. All the entries in the file are sorted in order of 
increasing load. 

For example, a dynamic load program to generate a disc- 

read load accomplishes the work by reading in data of 
various buffer sizes and sleeping for a length of time after 
each read. Each combination of buffer size and sleep time 
results in a unique disc-read load. The entries in the ac 
celerator file for this load program would consist of sleep 
time and buffer size. 

The contents of the accelerator file are empirical data 
collected from measuring the load generated by varying 
the amount of work put out by the load program. The greater 
the number of entries in the file and the more linear the 

block read 
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Fig. multiple data a disc test program generating disc I/O activity on multiple disc drives, data from 
s i x  l oad  a reas  in  shared  memory  was  ex t rac ted ,  conver ted ,  and  p lo t ted  on  an  HP LaserJe t  

printer. 
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increase in the load per entry, the easier it will be for the 
load program to achieve the expected load. 

To be able to achieve fine enough granularity in the ac 
celerator file, a special sleep routine accepting very short 
sleep time has been developed. This was done by using 
some of the new HP-UX real-time extension system calls, 
which provide very fine granularity. The developed 
routine, Nap, accepts sleep time down to one hundredth of 
a second. 
Instability. Every time a feedback control system is used 
there is a possibility of creating instability in the system. 
This can easily happen if the regulator is not tuned to 
control the load properly or if the amplifying part (the load 
generating part) responds too much to the output of the 
regulator. 

As an example, if the system responds so heavily on 
each mismatch between the actual and expected values 
that after the adjustment, the actual value overshoots and 
ends up farther from the expected value, the two values 
will continue to diverge until some system limitations are 
reached. 

This can be avoided by testing and tuning each load 
program before it is added to the test package. The tuning 
is done by changing the regulating factors in the shared 
memory as described in a previous section. 

This instability, however, may turn out to be useful in 
the reliability testing effort for the HP-UX kernel. If all load 
programs are tuned to be unstable, this creates an extremely 
difficult environment for the kernel to handle. We do not 
know today if it can be used in our reliability testing, but 
we are planning to experiment and see how well we can 
use this feature of the load system. 

Fig. 4 shows a sample diagram of a dynamic load program 
maintaining the expected load level over time. The load 
program is generating terminal I/O load in units of charac 
ters per second. The solid line shows the actual load gen 
erated. The dashed line shows the expected load specified 
by the user and the dotted line shows the maximum load 
that can be generated. 

Display System 
The display system consists of data acquisition programs, 

data control programs, and data display programs. The dis 
play system is a distributed system that allows measure 

ments from several systems to be displayed on one or sev 
eral screens or diagrams at the same time. The data dis 
played can be on-line data or data previously stored in 
files. It is also possible to display recorded data in a file 
together with on-line data. 
Data Acquisition. The data acquisition programs read the 
data generated by Snap from the shared memory or from 
a file with old measurement data. The data is sent together 
with a time stamp and system name over the network to a 
data control program. 
Data Control. The data control programs read the data from 
one or several data acquisition programs via the network 
and send it to the display or file recording programs. The 
data control programs reside on the same system as the 
display or recording programs. 
Data Display. There are three main types of data display 
programs: screen display programs, diagram generating 
programs, and programs displaying data in tabular form. 
They can display on-line or previously recorded data (or 
a mixture) from one or from several systems at the same 
time. 
Screen Display Program. The screen display program per 
mits quick comparison of data elements for interactive ad 
justment of the expected load levels. Data for different load 
areas or for the same load areas from different computer 
systems can be grouped meaningfully. In this way, the side 
effects of one adjustment can be seen in relation to other 
load areas. Two different display programs have been de 
veloped, one for standard terminals and one for bit-mapped 
displays. 

For display on standard terminals, a cursor-based version 
has been developed. It is a menu-driven tool that displays 
the actual and expected values as a horizontal bar, with 
the actual values displayed using spaces in inverse video 
and the expected values displayed using the character | 
overlaying the actual values. The user can specify the load 
areas, step through the data forward and backward by line 
or page, or jump to a given element. The exact value of all 
data elements of the key data structure can be seen by 
switching to text mode. On any HP graphics terminal, the 
user can see the actual and expected values represented 
by an analog meter with two pointers. The default action 
is to fit one page on the screen, but one can select a different 
number of devices, which will be sized to fit the screen. 

Measurement taken on system hpisqis 

Snap ran every 10 second 
Measurement started at Sat Sep 12 14:12:09 1987 
Measurement stopped at Sun Sep 13 12:50:56 1987 

Label Maxval Avg% Cov% 1-20% 21-40% 41-60% 61-80% 81-100% 

Legend: Label: 
Maxval 
Avg 
Cov 
0% 
1-20% 

Address label 
Max value for this label 

Average value 
Coefficient of variation 
% of entries at 0% 
% of entries between 1-20% 

Fig .  6 .  Typ ica l  output  o f  the tabu 
lar  wr i t ing program. 
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For test runs requiring more flexibility, a new tool was 
added to the package. This tool and the data acquisition 
program are interpreters of a simple command language 
and can change their behavior interactively. A menu-driven 
interface controls their configuration and synchronization. 

The screen display program is a tool based on the HP 
Starbase graphics package. It accepts commands for the 
layout of one or more screens and converts data in the 
range from 0 to 999 into pointer movements relative to a 
scale. It follows an inquire-configure-add-delete-modify 
metaphor for hierarchical control of the layout by screen, 
window, and display unit elements. The screen element 
determines on which terminals to display the data, so the 
data can be displayed on several graphics terminals of dif 
ferent types. A screen can have several windows. The win 
dow element groups the display units. The window itself 
and any part of it can be enlarged or shrunk and moved. 
Display units consist of one or more of the same device 
type. The user can choose from an analog meter, a vertical 
bar, and a horizontal bar showing variations over time. 
Each device type consists of at least a base, a label drawing 
area, a label, a scale, a pointer drawing area, and a number 
of pointers. The label will be supplied via the data stream. 
The scales can be configured to their beginning and ending 
values and the number of ticks. The pointers can be confi 
gured to their number, colors, sizes, and shapes. 

Data read is distributed over the display elements and 
their associated pointers in the order specified. 
Diagram Generating Program. The purpose of the diagram 
program is to provide a permanent record of the data gen 
erated during a test run. The diagram generator processes 
columnar ASCII data, producing output suitable for the pic 
preprocessor. The output can be previewed on bit-mapped 
screens using the X- Windows package and then printed on 
any supported laser or HP LaserJet printer. 

The user can control the header layout of each page and 
can place up to six diagrams on a page. Each diagram con 
sists of a title, a horizontal axis, and a vertical axis and can 
be sized. Both axes' starting and ending values and number 

of ticks can be specified explicitly or generated automati 
cally. There are three pens, each distinguished by a differ 
ent line type (solid, dotted, dashed), and each pen can be 
given a label. If requested, for each pen, the minimum, 
maximum, and average values and the standard deviation 
will be determined. 

Fig. 5 shows a sample diagram displaying data for six 
load measurement areas collected during a thirty-minute 
run of a disc I/O test. 
Tabular Writing Program. Data reduction in conjunction 
with statistical methods is used to spot problem areas of 
the units under test quickly. Columnar data is processed 
using user-specified formulas and then formatted. The re 
sults are previewed on a standard terminal and then printed 
out. Fig. 6 shows a sample printout. 

Conclusion 
The Kernel Load and Measurement System allows us to 

develop a systematic approach to testing. For each test in 
our test package, we are compiling a profile of the stress 
load generated by the test in various load areas. In testing 
future releases of the HP-UX kernel, we will specify load 
levels that we will generate with the load system for each 
test cycle. We will also log the stress load generated by the 
test package as a whole during a test run for post-run 
analysis. 

We feel that this system can be used as a load generating 
and load measurement tool when testing and measuring 
not only the kernel but also subsystems and applications 
running on the HP-UX system. 
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Process Measures to  Improve R&D 
Schedul ing Accuracy 
Improvement  is  poss ib le  i f  schedul ing is  regarded as a 
process subject  to  cont inuous measurement .  

by  R i cha rd  M .  LeV i t t  

PRODUCT DEVELOPMENT TEAMS at Hewlett-Pack 
ard typically commit to a project completion date at 
the conclusion of requirements definition, just be 

fore implementation. Meeting the commitment date has 
been a perennial challenge, particularly for software en 
gineering teams. Last year, the Roseville Networks Division 
R&D laboratory began a major campaign to improve the 
accuracy of project schedules. Key to the effort is a view 
of scheduling as an ongoing process subject to continuous, 
objective measurement. 

Roseville Networks Division is a member of HP's Infor 
mation Networks Group, which supplies networking prod 
ucts for technical and commercial computer systems. At 
any time, approximately two dozen R&D projects are in 
progress at RND. Each project may suffer one or more un 
anticipated setbacks during the course of development. Al 
though the particular events affecting a single project can 
not be predicted, the cumulative effect of all sources of 
project delay can be measured and used to improve the 
accuracy of future schedule estimates. Since conventional 
measures of scheduling accuracy, such as DeMarco's esti 
mation quality factor, or EQF,1 are not suitable for real-time 
measurement of a set of project schedules, we developed 
two new process measurements that provide sensitive and 
timely indexes of project progress. 

One of these measures is a modified form of DeMarco's 
EQF. By recording schedule adjustments on a month-by- 
month basis, we are able to make an accurate running es 
timate of the aggregate EQF of all lab projects. Another 
measure is project progress rate, which provides an ongoing 
prediction of the average actual project durations nor 
malized by the average of the estimates. These metrics pro 
vide rapid feedback to schedule estimators on the accuracy 
of their project plans. Since we began the measurements a 
year ago, the effective (projected) EQF of the RND lab has 
improved by a factor of three. Our average lab-phase 
schedule duration overrun has been reduced from 70% to 
20%. 

This paper describes the derivation of these metrics and 
their application in the Roseville Networks Division lab. 

Process Perspectives 
Like other HP entities, RND uses formal software and 

hardware life cycles to define the internal process steps 
required for new product development. The most impor 
tant milestones of the process are the investigation-to-lab 
(I-L) checkpoint and the manufacturing release (MR) 
checkpoint. 

I-L marks the transition from the requirements definition 
and project planning phase to the implementation (lab) 
phase. At this checkpoint, the project manager is expected 
to have prepared a detailed project plan with dates for the 
intermediate milestones and for the MR milestone. This is 
the time at which the formal commitment is made by the 
project team to deliver on a particular date. 

MR is the official end of the development effort, when 
all lab engineering and beta test work are complete. The 
product is suitable for customer shipments at this time. 

Of the approximately two dozen projects active at any 
given time at RND, somewhat less than half are in the 
investigation phase and the remainder are in the lab phase. 
This is a large enough number that the projects can be 
considered collectively from a process perspective. Process 
measurements of scheduling accuracy can be applied and 
process improvements identified that benefit the entire or 
ganization. 

The central issue in R&D for delivering on commitments 
is the match between actual lab-phase durations and I-L 
estimates of duration. Historically, the ratio of actual proj 
ect durations to the I-L estimates has been about 1.7 at 
RND. Our process objective is to improve the ratio to 1.1 
or better. 

Process Measurements 
Techniques in common use within HP for project track- 

T ime 

Fig. the Estimates of a project's duration versus time. A, is the 
actual durat ion. 
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ing work well when applied to individual projects. A Brun- 
ner diagram, for example, gives a good picture of time 
and effort expenditures in comparison with estimates as a 
project progresses. But it is difficult to combine information 
from Brunner diagrams to get an overall sense of how well 
an organization is managing projects. 

Likewise, DeMarco's EQF has been used to evaluate the 
quality of schedule and effort estimates for individual proj 
ects. DeMarco suggests that project EQFs be averaged to 
obtain an overall value to represent an organization. Unfor 
tunately, the average can be made useless by the presence 
of one well-planned project with very high EQF. EQF has 
a second drawback as a process measurement. The metric 
is normally calculated upon project completion, so it does 
not provide rapid feedback to aid improvement efforts 
while projects are in progress. 

These considerations prompted the Roseville Network 
Division to develop new metrics to monitor the scheduling 
performance of the lab. For the past year, we have applied 
the process EQF (PEQF) and project progress rate measures 
to all active lab-phase projects with good results. Although 
our focus has been on tracking project calendar time, the 
metrics could be applied equally well to tracking engineer 
ing effort. 

A feature of the RND lab environment has made data 
collection for the metrics relatively simple. Each month, 
all project managers are required to enter schedule updates 
in a central data base for status reporting purposes. The 
data base currently contains information covering over four 
years of lab history. Data from the status reports is entered 
once a month into a spreadsheet for the production of the 
metric graphs. 

Process EQF 
Process EQF (PEQF) is a modification of DeMarco's esti 

mation quality factor specifically developed for application 
to a set of ongoing projects rather than to individual proj 
ects. PEQF provides a sensitive real-time index of schedul 
ing accuracy that is free of the potentially misleading effects 

'Named af ter  i ts  HP or ig inator .  

Time 

Fig.  2 .  Durat ion est imates for  a  pro ject  wi th  a  constant  ra te  
of  s l ippage. 

of EQF averaging. DeMarco defines EQF as a ratio of areas 
on a chart of estimates versus time maintained for a project. 
Referring to Fig. 1, let Eu be the first or I-L estimate of, for 
example, L-phase project duration for project i. EÂ¡ k is the 
estimate for the kth interval (of a total n equal intervals) 
during the project. AÂ¡ is the corresponding actual duration 
recorded for project i on completion. 

EQF for project i is then: 

EQF; = 
total area 

error area 
I  ( A ;  -  E . . J I  

11 

Consider the EQF for scheduling of a project i that experi 
ences a constant rate of slippage. EÂ¡ a and AÂ¡ are the esti 
mated and actual lab-phase durations, respectively. The 
history of this special case is diagrammed in Fig. 2. 

The average rate of slip dÂ¡ is just the slope of a line drawn 
from (0,EU) to (AÂ¡, AÂ¡). This line forms a right triangle with 
the vertical axis, and it is clear that the error area can be 
represented by the triangle area. Therefore, 

EQFi = total area 
error area 

  A    U  

Substituting the slope dÂ¡ =   â€” in the above equa 
tion we get 

EQF; = 
1  â € ”  
y AÂ¡l(dÂ¡ x AJÃ 

Note that when the slip rate is constant we do not need to 
know the initial estimate Eu or the actual duration AÂ¡ to 
calculate EQF. 

Definit ion of PEQF 
Consider now a set of projects collectively slipping at 

S l o p e  =  d  

Time 

Fig.  3.  A set  of  pro jects s l ipping at  an average rate d,  which 
is approximately constant.  
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an average rate d , where the average rate of slip is approx 
imately constant. This situation is diagrammed in Fig. 3. 

In analogy' with the case described above, we define 
PEQF as 

P E Q F  =  =  ,  
Idl 

â€” cumulative slip for all projects in the set 
where d = 

cumulative elapsed project time 

Fig. 4 illustrates the general case in which the average 
rate of slip varies slowly with time. A projection of process 
EQF can be made at each calendar interval k using the 
average slip rate at k. Thus, 

FEQFk = -=- 
idki 

where dk = 
sum of project slip times in interval k 

sum of project elapsed times in interval k ' 

As shown in Fig. 4, the projection is made with a tangent 
line to the curve at k. Observe that the tangent line forms 
a right triangle within the box in the diagram. It can be 
seen that the PEQF projection has a geometric interpreta 
tion as a ratio of areas, which is similar to the original 
definition of EQF. 

PEQF Results 
Fig. 5 is a plot of actual values of cumulative slip versus 

cumulative elapsed project time for L-phase projects in the 
Roseville Networks Division lab. The curve includes nearly 
four years' project history at RND and is indeed slowly 
varying like the curve of Fig. 4. The interval k in this plot 
is one month. 

Fig. 6 is a plot of historical PEQFk values for the RND 
lab. For this diagram the interval has been increased to 3 
months to reduce the effect of random fluctuations in the 
timing of schedule adjustments. This chart has been avail 
able to lab management each month since May 1986. Before 

that, the average PEQF was about 4.0. Since then PEQF 
has improved substantially, with one recent peak value 
exceeding 22. 

Project Progress Rate 
Although PEQF is useful, it, like the original EQF, is an 

abstract number having no simple or direct connection to 
schedule performance in management's terms. Manage 
ment is less concerned with a ratio of areas than with the 
idea of completing a project on the commitment date. 

RND has found it instructive to watch the ratio of the 
actual durations of projects to the I-L estimates of duration. 
A two-month slip represents a much larger scheduling error 
for a four-month project than for an 18-month project. Nor 
malizing the actual durations by the estimates allows proj 
ects of differing lengths to be compared directly on a per 
centage basis. 

This ratio is also helpful to evaluate the scheduling accu 
racy of a set of projects. Fig. 7 is a scattergram of estimated 
project durations versus actual durations. The slope of a 
best-fit straight line through the origin and the data points 
is given by 

where AÂ¡ is the actual duration of the ith project and EÂ¡ is 
the estimate. (Note to statisticians: Although this is not a 
least squares line, it is an unbiased estimator. The variance 
is somewhat larger than with least squares, but a test on 
RND project data shows the difference to be insignificant.) 

Unfortunately, m is only available after a number of proj 
ects have been completed and hence is slow to respond to 
process improvements. What is needed is a real-time pre 
dictor of m that is sensitive to process changes as they 
occur. Project progress rate is just such a predictor. 

The estimator of m we require can be developed as fol 
lows: 

i-  A,) 

Actual average slip 
rate over time 

Slope = dk at interval k 

Time 

1 2  7 5  1 3 7  2 0 0  2 7 8  3 5 9  4 4 2  5 3 2  

Cumulative Project Time (Project Months) 

613 

Fig. 4. The general case of a slowly varying average slip rate. 

F ig .  5 .  Ac tua l  va lues  o f  cumu la t i ve  s l i p  ve rsus  cumu la t i ve  
e lapsed pro ject  t ime for  lab-phase pro jects  at  RND. In terval  
is one month. 
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where AÂ¡ is the total slip of project i: AÂ¡ = AÂ¡ - EÂ¡. 
To estimate m at time interval k we need an estimate of 
AÂ¡ / AÂ¡ at k. Let 

d, = 
sum of project slip times in interval k 
sum of project elapsed times in interval k 

Substituting dk in the expression for m above, we define 
the project progress rate at interval k as 

rk = 1 - dk = 1/m. 

Project progress rate is inversely related to m rather than 
directly for psychological reasons. We prefer a metric that 
increases when things get better. "Perfect" on this scale is 
a value of 1.0 sustained over time. Lower project progress 
rate values correspond to higher projected values of m and 
hence longer average schedule overruns. 

Project  Progress Rate Results 
An m value of 1.7 was calculated in mid-1986 using RND 

historical data from 21 completed projects. For comparison, 
the project progress rate metric was calculated for the same 
set of projects. The two results agree remarkably well; the 
discrepancy is just 1%. This is a strong empirical confirma 
tion of the relationship between overall scheduling accu 
racy (expressed as a ratio of actual and estimated durations) 
and the project progress rate metric. The metric has in 
creased through the year and now forecasts an m value of 
about 1.2 for currently active L-phase projects. If this per 
formance is sustained, RND will deliver the next generation 
of products with an average of 20% or less schedule over 
run. 

Fig. 8 is a chart of the project progress rate metric as it 
is used at RND. The chart is updated monthly to show 
I-phase projects (reflecting slips of the promised I-L dates), 
L-phase projects (reflecting slips in the MR dates), and the 
combination of the two. To reduce fluctuations, the interval 
size for metric calculation is three months. A lab with a 
smaller number of active projects may need to select a 
longer interval to ensure a clean and readable graph. 

Fig.  6.  Process est imat ion qual i ty 
fac tor  va lues fo r  the  RND lab.  In  
terval is three months. 

Even with three-month intervals, there is noise in the 
RND graph. Fig. 9 shows the L-phase data using a 12-month 
interval. This chart reveals a long-term trend of declining 
scheduling accuracy which was not apparent in the previ 
ous graph. A dramatic reversal in this trend began at the 
time we made project progress rate a key management tool 
in the effort to improve scheduling accuracy in R&D. 

Conclusions 
This paper has outlined the derivation and application 

of two process metrics that monitor overall scheduling ac 
curacy in an R&D organization. The two metrics are quite 
similar; they both report average scheduling performance 
across many projects in a timely manner. The similarity 
has a deeper origin, however. Both the process EQF and 
the projecj_progress rate measures are based on the average 
slip rate, dk. Thus the choice between PEQF and project 
progress rate is primarily a matter of style. PEQF is recom 
mended for organizations that have internalized EQF as a 

E s t i m a t e d  V a l u e s  

Fig.  7 .  Scat tergram of  es t imated versus actua l  pro ject  dura 
t ions with a best- f i t  straight l ine through the or igin.  
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project estimation measure. Like EQF, PEQF tends to mag 
nify small differences as scheduling perfection is ap 
proached. Values nearing infinity are theoretically possi 
ble. By contrast, project progress rate has a more uniform 
scale with values approaching 1.0 as accuracy improves. 
Project progess rate has the additional advantage of fore 
casting the average percentage schedule overrun for the 
organization. 

Project progress rate is the primary schedule manage 
ment metric at RND. The metric is quite scalable, and could 
in principle be used at a division lab level, at a group level, 
or across an entire corporation. 

Although the topic of this paper is the metrics them 
selves, the discussion would be incomplete without a men 
tion of the actions that have brought about substantial 
scheduling improvements at RND. The metrics have made 
scheduling accuracy much more visible to management. 
Management attention and emphasis on accuracy have 
caused project planners to devote more effort and care to 
scheduling, with beneficial results. Project managers have 
received training in scheduling and estimation. A personal- 
computer-based project management program has been in- 
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E 0.8 
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0 .7  

0.6 â€¢ 

o  0 . 5  

>  0 . 4  <  

0.3  

traduced and is now in use in the RND lab. To ensure that 
project managers benefit from each other's experience, we 
have begun to conduct peer reviews of proposed schedules. 
A task force of project managers has been formed to discuss 
common causes of schedule error and identify corrective 
measures. 

Although our overall schedule accuracy has improved, 
we feel that further gains are desirable. We have begun to 
understand that the significant sources of delay include 
unforeseen tasks, changing project objectives, coordination 
with outside groups, and shortages of tools. Our next chal 
lenge is to reduce or eliminate these sources of delay and 
promote overall gains in productivity. The measures of 
scheduling accuracy described here will provide rapid 
feedback on the effectiveness of these improvements as 
they are made. 
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the Univers i ty  of  Texas at  Ar l ington (BSEE 1977) 
and Stanford University (MSEE 1 980). He now lives 
in Santa Rosa, Cal i fornia and has many interests,  
including running, ski ing, weight training, bowhunt- 
ing,  restor ing ant ique cars,  reading,  and pr ivate 
aviation. 

2 6  ~  H i g h - P o w e r  M i c r o w a v e  S o u r c e  Z Z Z Z Z Z  

Alan R.  Bloom 
Al  B loom rece ived a  BA 
degree in  phys ics  f rom 
Wesleyan Universi ty in 
1972 and an  MS degree 
f rom Rensse laer  Po ly  
technic Inst i tute in 1976. 
After a few years designing 
two-way radios for R.L. 
Drake  Company ,  he  came 
to HP In 1979. Interested in 

ana log /d ig i ta l  des ign ,  he  cont r ibu ted  to  the  de  
ve lopment  o f  the HP 83550A RF Plug- In .  A l  was 
born in Gettysburg, Pennsylvania, and now lives in 

Santa Rosa, California where he is building a solar 
heat ing system for  h is  home and enjoys amateur  
radio (N1AL). 

Ronald  T .  Yamada 
Ron Yamada jo ined HP in  
1985 af ter receiv ing a BS 
degree  in  e lec t r i ca l  en  
g ineer ing  and computer  
sc ience in  1984 f rom the 
University of Cali fornia at 
Berke ley .  Cur rent ly  work  
ing  on  f i rmware  deve lop  
ment for  scalar  network 
analyzers,  he contr ibuted 

to the firmware for the HP 83550A RF Plug-In and 
the HP 8350 Sweep Osci l la tor  fami ly .  Born in  Los 
Angeles, Cal i fornia,  he now l ives in Santa Rosa, 
Cal i forn ia and enjoys gol f ,  p lay ing gui tar ,  and 
watching movies.  

Kenneth A.  Richter 
A nat ive of  Brooklyn,  New 
York,  Ken Richter  s tudied 
electr ical  engineer ing at  
Drexel Universi ty (BSEE 
1967 )  and  des igned  e lec  
tronic systems for satellites 
for a few years before join 
ing HP in 1 973. Currently a 
project manager in the Net- 

,  / ' ' j  wo rk  Measu remen ts  D i v i  
s ion,  he has contr ibuted to  the HP 8757 Scalar  
Analyzer family, the HP 83550 RF Plug-In, and the 
HP 8753 RF Vector Analyzer family. Ken has written 
several articles on devices and circuit design, one 
for a previous issue of the HP Journal, and his work 
has resulted in one patent related to ac/dc detec 
t ion using the HP 8757, and three patent applica 
tions. He lives in Santa Rosa, California, is married, 
and has three act ive sons.  Ken en joys coaching 
youth athletics, driving race cars, creative cooking, 
and long walks.  

Roger R.  Graeber 
Roger  Graeber  worked as  
a  techn ic ian  fo r  Var ian  As  
sociates for  seven years 
before jo in ing HP In 1972. 
He earned an AA degree in 

[  e lec t ron ics  f rom the Col  
lege of  Mar in  in  1965 and 
a BS degree in  e lect r ica l  
eng ineer ing  f rom the  Un i  
versity of California at Davis 

in  1982.  Roger was a test  technic ian for  the HP 
8500A System Console ,  HP 8542B Network  
Ana lyzer ,  and HP 8580A Spect rum Ana lyzer .  He 
worked on the HP 436A Power Meter, the HP 8662A 
Signal Generator, and most recently, the HP 8349B 
Microwave Amplif ier and the HP 83550A RF Plug- 
In. Roger also has been system supervisor for the 
HP 8542B and a service engineer for the HP 851 0 
System. Born In Oakland, Cal i fornia,  he now l ives 
some miles away in Sebastopol with his wife, son, 
and daughter .  Outs ide of  work ,  Roger  is  an av id  
sca le  model  t ra in  enthus iast ,  f rom N gauge up to  
1 .5-Inch scale, which is big enough to ride on. He 
also spends a fair amount of time helping his wife 
landscape the i r  home and restor ing o ld  1956 
DeSoto automobi les (he has ten, four that run).  
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Andrew N.  Smith 
Interested in electromag- 
ne t i sm and  low-cos t  de  
s igns,  Andy Smi th is  a  
graduate of  Cal i forn ia 
Po ly techn ic  Sta te  Univer  
s i ty  at  San Luis Obispo 
(BSME 1982).  With HP 
s ince 1982,  he worked on 
the mechanical  product ion 
of the HP 83550A RF Plug- 

In and is currently working on parts for an HP scalar 
network analyzer system. Born mOakland, Cal i for 
nia,  he now l ives not too far away in Forestvi l le.  
Andy enjoys playing Softbal l  and general social iz 
ing when not  involved in  seemingly  never-ending 
home improvements  and  cons tan t  ca r  ma in te  
nance 

:MM-Wave Detectors :  

Herbert  L.  Upham 
An R&D pro jec t  manager  
for scalar network analyzer 
accessories in the Network 
Measurements Divis ion, 
Herb Upham has been with 
HP since 1 972. He has con 
tr ibuted to the development 
o f  var ious  d i rec t iona l  cou  
p lers and a f iber-opt ic  
power  sensor  and the HP 

1 1 664D Detector, worked on the production of the 
HP 8505 Analyzer, and most recently, has project 
responsib i l i ty  for  accessor ies for  HP's  scalar  net  
work analyzer .  He wrote an ar t ic le  on the HP 
1 1 664D for an earlier HP Journal issue, has a pend 
ing patent on a waveguide mil l imeter-wave detec 
tor, and is a member of the IEEE. Outside of work, 
Herb serves as a lieutenant in the U.S. Coast Guard 
Reserve, is the donations manager for the Sonoma 
County Junior  Symphony,  en joys sk i ing and 
amateur radio (WD6FMG), and teaches f lying (he 
owns a Cessna 1 82). Born in Red Bluff, California, 
he studied electrical engineering at the University 
of California at Berkeley (BSEE 1 972) and Stanford 
Univers i ty  (MSEE 1976) .  He now l ives in  Sebas 
topol ,  Cal i fornia wi th h is wi fe,  son,  and daughter.  

3 5  ~  M M - W a v e  P o w e r  S e n s o r s    

Lee H.  Colby 
After serving four years in 
the U.S.  Air  Force,  Lee 
Colby pined HP in 1961 as 
a  techn ic ian  in  the  s tan  
dards laboratory. After that 

Â»he worked in production 
engineering for a few years 

-  and then came to the R&D 
lab where he designed the 
HP 8485A and  HP 8486A 

Power Sensors and contributed to the development 
of the HP 8900C/D Peak Power Meter and the HP 
8970B and HP 8971 B Noise Measur ing Systems. 
He is a member of the IEEE and in 1 982 earned a 
BSCE degree from San Jose State University. Born 
in Seattle, Washington, he now lives in Sunnyvale, 
California. Lee is married and has a grown son. His 
outs ide interests inc lude f ly  f ish ing,  camping,  
backpack ing ,  and  amateur  rad io  (WB6AMN).  He 
also supports a volunteer fish hatchery and helps 
arrange for  scholarships for  f ishery management  
students at  Humboldt  State Univers i ty .  

3 9  ~  U N I X  L o g o n  A d a p t a t i o n s  =  

M a r v i n  L .  W a t k i n s  
I  A Cal i fornia nat ive,  Marv 

Watkins holds a BA degree 
in  psycho logy  and an  MS 
degree in  mathemat ics  
from San Jose State Univer 
s i ty  (1975 and 1978) .  He 
also studied computer sci- 

I  ence a t  Ohio  Sta te  Univer  
sity and received his MS in 
1979. With HP since 1986, 

h is  major  contr ibut ion has been a UNIX-system- 
based workcel l  control ler for a surface-mount man 
ufacturing l ine. His professional experience before 
coming to HP was varied. Among other accomplish 
ments ,  he  deve loped da ta  base  managers  and  a  
graphics spooler  and ver i f ied real - t ime sof tware 
and f i rmware for  an electronic f l ight  instruments 
system. He a lso served in  the U.S.  Army.  He's  
author or coauthor of two articles on software test 
ing and computer displays and an earlier article for 
the HP Journal  on the UNIX IPC system. Born in 
Santa Barbara, Marv is now a resident of Los Gatos. 
In addition to his interest in software engineering, 
he enjoys jazz,  sc ience f ic t ion,  house plants,  and 
explor ing the backcountry .  

4 8  â € ”  V i r t u a l  U s e r  U t i l i t y  r Z Z ^ ^ ^ ^ =  

Kjel l  A. Olsson 
Author 's  b iography appears e lsewhere in  th is  

section. 

Mark Bergman 
Mark Bergman f i rs t  jo ined 
HP as a student in 1981. He 
became a  fu l l - t ime  em 
ployee in 1 983, after receiv 
ing his BS degree in electri 
ca l  eng inee r i ng  and  com 
puter science from the Uni 
vers i ty  of  Cal i forn ia at  Ber  
keley.  Since 1986, he's 
been a consul tant  to HP's 

In format ion Technology Group,  concerned wi th  
various aspects of vuser, the virtual user simulation 
util ity. He's a member of the ACM and is interested 
profess ional ly  in  graphics,  humaniz ing computer  
interfaces, system integration, and compilers. Mark 
was born in Fort Worth, Texas. A jazz dancer, he's 
prepar ing for  a  new show that  opens in  June.  He 
a lso en joys woodwork ing and s tudy ing phys ics .  

5 4  ~  H P - U X  K e r n e l  L o a d  Z H ^ H Z Z Z H ^ Z  
Kjell A. Olsson 

i  Kje l l  Olsson was born in 
^  S w e d e n  a n d  g r a d u a t e d  

I from Upsala University with 
â€¢ a Master's degree in 

phys ics  and computer  sc i  
ence in  1979.  H is  f i rs t  in  
volvement with HP was his 

I  master  pro ject ,  which he 
|  d id at  HP in Stockholm in 
I  1978.  He p ined HP's  Data  

Systems Div is ion in 1980 as a sof tware engineer,  
re turn ing to Stockholm as a systems engineer  a 
year la ter .  In  1984 he re jo ined the Data Systems 
Division, testing HP-UX on HP Precision Architec 
ture. Moving to the Information Software Division as 
project  manager for  HP-UX kernel  re l iabi l i ty  and 

tools ,  he was involved in  the development  of  the 
HP-UX Kernel Load and Measurement System and 
the vuser ut i l i ty.  He's the author of several papers 
on test automation, tools, and measurement. Away 
f rom HP, Kje l l  is  a  sk ier  and a racquetbal l  p layer  
and likes to cook, specializing in Swedish, French, 
and Amer ican cu is ine.  

Grace  T .  Yee  
Grace Yee is a project man 
ager wi th HP's Informat ion 
Software Division. She 
jo ined HP in  1980 a f te r  re  
ce iv ing her  BS degree in  
computer science from the 
University of Cal i fornia at 
Berke ley .  She  has  de  
veloped f inancial and man- 

, ufacturmg software both as 
an engineer and as a project manager, and is cur 
rently a project manager at the HP-UX Test Tech 
nology Center. She Is married, has a daughter, and 
enjoys jogging and cross-country  sk i ing.  

6 1  Z H R & D  S c h e d u l i n g  A c c u r a c y    

Richard M. LeVitt  
As qual i ty  assurance man 
ager at HP's Rosevil le Net 
works Div is ion,  Dick 
Lev i t t 's  responsib i l i t ies  in  
clude developing tools and 
methods for more effective 
R&D. Before assuming h is  
present posit ion, he served 
in other HP div is ions as a 
rel iabi l i ty  engineer ing man 

ager and as project manager for the HP 2393A and 
2397A Graphics Terminals. A native of Placervil le, 
Cal i forn ia,  he received his BSEE degree In 1969 
from the University of California at Berkeley. Before 
joining HP In 1 981 , he was an R&D project manager 
and sect ion manager with Bent ly Nevada Corpora 
t ion, developing data acquisi t ion and control  sys 
tems. He's a member of the AAAS and his work has 
resulted in one patent on an analog flow meter. Dick 
is  marr ied and has a major  avocat ion in f ine-ar t  
photography,  wh ich he has s tud ied wi th  Anse l  
Adams, Jerry Uelsmann, Olivia Parker, and others. 

6 9  â € ”  A r b i t r a r y  W a v e f o r m  S y n t h e s i z e r    

R o l a n d  H a s s u n  
Author 's  b iography appears e lsewhere in  th is  

section. 

Albert  W. Koval ick 
Author 's  b iography appears e lsewhere in  th is  

section. 

7 8  =  1 2 5 - M H z  1 2 - B i t  A D C  

Wil f redo T.  Sagun 
Wil ly Sagun is a special is t  
in  analog c i rcu i t  des ign at  
HP's  Stanford  Park  Div i  
sion. He received his BSEL 
degree f rom Cal i forn ia 
Po ly techn ic  Sta te  Univer  
s i ty  at  San Luis Obispo in 
1976 and jo ined HP's Del-  
con Division (now Colorado 
Telecommunicat ions Div i -  
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sion) the same year. In 1981 he received his MSEE 
degree from the University of California at Berkeley. 
Willy has contributed to the design of the HP 4935A 
Transmiss ion Impai rment  Measur ing Set  and the 
HP 8770A Arbitrary Waveform Synthesizer. Born in 
Mani la,  he 's a sk ier ,  a bal let  fan,  and a sai lboat  
racer  (J /24s) .  He a lso confesses to  eat ing "mas 
s ive" amounts of  chocolate.  

T h o m a s  H o r n a k  
!  Tom Hornak graduated 

from the Brat is lava Slovak 
Technical  Universi ty,  
Czechoslovakia, in 1 947, 

I  receiving a Dipl .  Ing. in 
electr ical  engineering. In 

I 1 966 he earned a PhD de- 
|  gree from the Czech Tech 

nical University in Prague. 
From 1947 to 1961 he 

worked at  the Tesla Corporat ion 's  Radiotechnica l  
Research Laboratory, and between 1 961 and 1 968 
he was head advisor  for  e lect ron ics R&D at  the 
Computer Research Institute in Prague. In 1 968 he 
jo ined HP Laborator ies  and now heads the High-  
Speed Electronics Department of HP Laboratories. 
H is  depar tment  i s  respons ib le  fo r  R&D on h igh  
speed data  communicat ion l inks ,  h igh-speed 
analog/digi tal  interfaces, and electronic instrumen 
tation using advanced Si and GaAs 1C processes. 
Tom is a Fellow of the IEEE. He was a guest editor 
in 1 978 and is presently associate editor of the IEEE 
Journal of Solid-State Circuits. From 1 979 to 1 981 
he was chairman of  the IEEE Sol id-State Circui ts 
and Technology Committee, and from 1 978 to 1 982 
a member of the IEEE International Solid-State Cir 
cu i ts  Conference program commi t tee.  He has 
authored 49 professional papers and his work has 
resul ted in 36 patents.  He is  marr ied,  has a son,  
and enjoys reading,  music ,  and h ik ing.  

Gary L.  Baldwin 
As di rector  of  the High-  

Speed Devices Laboratory 
of  HP Laborator ies,  Gary 
Ba ldw in  manages  the  re  
search effort in I II-V materi 
a ls ,  dev ices ,  and ICs .  Pre  
viously, as project manager 
and depar tment  head,  he  
led design pro jects  for  
N MOS and GaAs 12-bi t  

digital- to-analog converters, including the f irst pro 
totype of the HOMOS DAC for the HP 8770A Arbi 
trary Waveform Synthesizer. A native of El Centro, 
California, he studied electrical engineering at the 
Universi ty of  Cal i fornia at  Berkeley, receiving 
BSEE, MSEE, and PhD degrees in 1 965, 1 966, and 
1970.  Before jo in ing HP Laborator ies in 1978,  he 
was a  member  o f  the  techn ica l  s ta f f  o f  Be l l  Te le  
phone Labora tor ies  fo r  e igh t  years .  He has  au 
thored 1 5 papers on precision ICs and his work has 
resul ted in s ix patents.  He is a Fel low of the IEEE 
and serves as president of the IEEE Solid-State Cir 
cuits Council. He has two sons and is an avid wood 
worker  and cab inetmaker .  

Fred H. IvÃ©s 
Fred IvÃ©s is project man- 
ager for the HP8904A Mul t i  
funct ion Synthesizer at 
HP's Spokane Division. 
Previously,  he was project  
manager for the DAC/sam- 
pler 1C and microcircuit for 
the HP 8770A Arb i t rary  
Waveform Synthesizer.  A 
spec ia l is t  in  d ig i ta l  synthe 

sis and RF, analog, and phase-locked loop design, 
he received his BSEE and MSEE degrees from the 
Massachusetts Institute of Technology and joined 
HP's Stanford Park Div is ion in 1972. He has also 
been responsible for high-frequency phase-locked 
loop design for the HP 8662A Synthesized Signal 
Genera tor ,  and h is  work  has  resu l ted  in  two pat  
ents. Fred was born in Margaretvil le, New York. He 
is marr ied and enjoys boat ing,  outdoor act iv i t ies,  
and landscap ing.  

8 6  ~  A r b i t r a r y  W a v e f o r m  A p p l i c a t i o n s  ^ n  
A l b e r t  W .  K o v a l l c k  

I -  A l  Kova l ick  i s  a  p ro jec t  
leader with HP's Stanford 
Park Division, special iz ing 
in digital synthesis and dig 
i tal  signal processing. A na 
tive of San Francisco, he re 
ce ived h is  BSEE degree 
f rom Cal i forn ia  State Uni  
versity at San Jose in 1 972 
and his MSEE degree from 

the University of California at Berkeley in 1 974. With 
HP since 1 974, he has contributed to the hardware 
design of  pr in t ing calcu lators and to the f i rmware 
and power supply design of the HP 8662A Synthe 
sized Signal Generator. More recently, he contr ib 
u ted to  the arch i tec ture ,  d ig i ta l ,  and sof tware de 
sign of the HP 8770A Arbitrary Waveform Synthe 
s izer .  His work has resul ted in s ix patents in the 
areas of printer technology and digital synthesis ar 
chi tectures.  Al  is  marr ied (h is  wi fe has a lso been 
an HP Journal author) and is active in studying and 
teaching Bib le topics.  He enjoys sai l ing,  reading,  
travel,  and or iental  studies. 

Roland Hassun 
A pro jec t  manager  wi th  
HP's  Stanford Park Div i  
s ion, Roi ly Hassun has 
been wi th HP s ince 1961.  
He has worked on the HP 
8660A Synthesized Signal  
Genera to r  and  o ther  p rod  
ucts, and served as project 
manager for the HP 8662A 

Y .  S y n t h e s i z e d  S i g n a l  
Generator  and the HP 8770A Arb i t rary  Waveform 
Synthesizer. Specializing in signal generation and 
process ing for  radar  and magnet ic  record ing,  he 
has authored ' ten  papers  on no ise  and f requency 
synthesis, and his work has resulted in two patents 
on d ig i ta l  f requency synthes is .  He 's  a  member of  
the IEEE. Roily received his BSEE degree from the 
PolitÃ©cnico di Milano in 1 960 and his MSEE in 1 963 
from California State University at San Jose. He is 
marr ied,  enjoys tennis,  reading,  and h is tory,  and 
col lects 15th century Spanish bal lads.  

9 4  _  W a v e f o r m  G e n e r a t i o n  L a n g u a g e  ^ ^ H  

Rafael  F.  Miranda 
Rafael Mirandajoined HP's 

^ Â ¿ r i t t t f e  S t a n f o r d  P a r k  D i v i s i o n  i n  
1984 after 12 years in 
hardware and sof tware 

f c f c ' ^ C ;  â € ¢  d e s i g n  a t  t h e  N A S A  A m e s  
r -  Research  Cente r .  He  has  

l f i ? y l 3 ^ P  d e s i g n e d  H P - I B  f i r m w a r e  
Â »  f o r  t h e  H P  8 9 8 0 A  V e c t o r  

B  Ana l yze r  and  wo rked  on  
H I  t h e  g r a p h i c s ,  m a t h ,  a n d  

waveform generat ion por t ions of  the Waveform 
Generat ion Language.  Born in  San Juan,  Puerto 
Rico,  he received h is  BSEE degree in  1973 f rom 
Pratt Institute and his MSEE in 1 976 from Stanford 
Univers i ty .  He's the author of  a 1986 IEEE paper 
on reading aids for the blind. Rafael is married, has 
two chi ldren,  and enjoys racquetbal l ,  running,  
b icycl ing,  and other outdoor act iv i t ies.  

Peter A. Thysell  
i  A  sof tware deve lopment  

eng ineer  w i th  HP's  Stan 
ford Park Division, Pete 

I Thysell  has served as prod 
uct  market ing engineer for  
the  HP 11776A Waveform 
Generat ion Software and 
the HP 8770A Arb i t rary  
Waveform Synthesizer and 

I  has  deve loped  app l i ca  
tions software for the 1 1 776A/8770A system. He's 
a member of the IEEE and a native of Walnut Creek, 
California. After serving in the U.S. Coast Guard for 
four years, he attended California State University 
at Sacramento and received a BS degree in elec 
t r ica l  and e lect ronic  engineer ing in  1983.  He 
jo ined HP the same year .  Pete is  marr ied and 
has one ch i ld .  H is  hobbies are woodwork ing 
and electronics.  

Derrick T.  Kikuchi 
Derr ick Kikuchi  is  a 
special ist  in digi tal  s ignal 
processing and real - t ime 
sof tware design wi th HP's 

i Stanford Park Division. 
Raised in Santa Barbara, 
Cal i fornia,  he at tended the 

I University of Cali fornia at 
Santa Barbara,  graduat ing 
in 1 978 with a BS degree in 

e lect r ica l  eng ineer ing and computer  sc ience.  In  
1 981 he received his MSEE degree from Stanford 
Univers i ty .  Wi th HP s ince 1978,  he has designed 
sof tware and f i rmware for  the HP 8903A Audio  
Analyzer ,  the HP 8955A RF Test  System,  and the 
HP 8673 Signal  Generator  and served as pro ject  
manager  for  HP 8980A Vector  Analyzer  HP- IB 
firmware and the HP 1 1 776A Waveform Generation 
Software. Derrick plays digital music synthesizers, 
l ikes backpacking, and volunteers his t ime to pro 
v ide emot ional  suppor t  for  people deal ing wi th  
death and dy ing.  
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An Arbi trary Waveform Synthesizer  
for  DC to  50 MHz 
Precision, flexibil ity, and repeatabil ity of signals are ensured 
by a digital architecture. Two or more synthesizers can be 
synchronized to provide several sources of complex signals 
with an ident ical  t ime reference. 

by Roland Hassun and Albert  W.  Koval ick 

ANALOG SIGNAL SYNTHESIZERS have been used 
for years in communications, radar, and general- 
purpose testing. The output of these synthesizers is 

usually a carrier with simple amplitude, frequency, or 
phase modulation. This is adequate for many applications, 
but more complex waveforms are needed for others. These 
more complex waveforms are difficult or impossible to 
generate with currently available commercial equipment. 
This has led to the development of the HP 8770A Arbitrary 
Waveform Synthesizer. The HP 8770A has a digital ar 
chitecture and an analog output of Â±1 volt into 50 ohms, 
from dc to 50 MHz. 

An example of a complex waveform that is easily synthe 
sized using the HP 8770A is a simulated radar return pulse 
with all the distortions, overshoots, and noise that occur 
in actual operation. Another example of an HP 8770A ap 
plication is as a calibration source for magnetic media cer- 
tifiers. A test signal with missing bits, extra bits, or 
amplitude modulation can be precisely provided. For TV 
applications, the HP 8770A can be used to add distortion 

or extra modulation to TV test signals, or to try new 
scrambling and transmission formats. Many other applica 
tions have been demonstrated. 

User 
Waveform 

Data 

User 
Controls 

Clock Generator 

Digital Signal 
Processing 
Hardware 

Low-Pass 
Filter, 

Amplifier, 
Attenuator Signal 

Output 

Fig .  1 .  Gener ic  arch i tec ture  o f  a  waveform synthes izer  that  
has a d ig i ta l  archi tecture and an analog output .  
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F i g .  2 .  H P  8 7 7 0 A  a r c h i t e c t u r e .  
T h e  d e s i r e d  w a v e f o r m s  a r e  c r e  
ated using the HP 1 1 776 A Wave 
form Generat ion Language (WGL) 
with an HP 9000 Series 200 or 300 
computer workstat ion. 
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Internal to the HP 8770A, digital signal processing 
hardware provides a well-defined stream of words to a 
digital-to-analog converter (DAC). The D AC output is fil 
tered and amplified to provide the desired output signal. 
Fig. 1 shows a generic architecture of such a synthesizer. 

An example of a product based on such an architecture 
is the compact disc (CD) player. The CD provides the data 
defining the waveforms (music). The digital processing 
hardware reads and massages the data. The DAC (16 bits 
in a commercial player), and a low-pass filter convert the 
sampled data to analog values. Even the listener with the 
golden ear can't tell that the music was once in digital form. 

The advantages derived from the architecture chosen for 
the HP 8770A are the precision, flexibility, and repeatabil 
ity inherent in a digital process. For example, complex 
modulation formats like simultaneous AM, FM, and PM, 
or QAM, MSK (minimum-shift keying), or AM stereo are 
relatively easy to produce. Also, precision control over 
amplitude (Â±0.002 dB), and phase (Â±0.01 degree) are pro 
vided. Generally, any waveform can be generated, provided 
it is of finite length and band-limited. This flexibility en 
ables almost unlimited applications of the HP 8770A. (Two 
applications are discussed in the article on page 86.) 

Although many analog synthesizers have a frequency 
range greater than dc to 50 MHz, few actually use all the 
available bandwidth for any given application. Generally, 
a carrier frequency is chosen and modulated. The 
bandwidth is usually less than 50 MHz, although it may 
be centered around a much higher frequency. If the output 
of the HP 8770A is upconverted, then the 50-MHz 
bandwidth is usable at any desired center frequency. 

HP 8770 A Architecture 
Fig. 2 shows the block diagram of the HP 8770A. An 

Half-Held Sample 

Sine Wave Envelope 

external computer workstation (HP 9000 Series 200 or 300), 
running the HP Waveform Generation Language (WGL), 
creates the desired final waveform. This waveform is quan 
tized into 4096 amplitude sample points and downloaded, 
via the HP-IB (IEEE 488/IEC 625), to the HP 8770A memory 
system. The memory is organized into 512K 12-bit words 
and has an equivalent access time of 8 ns. The RAM now 
contains an image of the desired output waveform as rep 
resented by amplitude samples uniformly spaced in time. 
The waveform memory is composed of 8 groups of rela 
tively slow 64K-by-12-bit CMOS RAMs. Using ECL multi 
plexing, the groups are converted into a 12-bit, 8-ns data 
stream that sources the DAC. 

Memory sequencing extends the effective waveform 
RAM size by repeating often-used wave patterns (see "Ad 
dress Sequencer," page 72). To create a complete NTSC 
horizontal color bar test pattern waveform, we used only 
25K of waveform memory and sequenced through the RAM 
to form the final output. The final wave was stored in RAM 
as selected wave fields. A compression factor of 150:1 was 
achieved over a brute-force waveform lookup method. 

The key to the spectral purity and high bandwidth 
achieved by the HP 8770A is the DAC subsystem. It must 
convert a 12-bit sample point every 8 ns to the appropriate 
analog value. 

All DACs of conventional design have an inherent output 
glitch whenever the input data changes. The glitch is usu 
ally different for each data input value. This results in a 
spectrum salted with unwanted signals. Some of them may 
be only 25 dB below the desired signal. 

Our solution was to design a gallium arsenide (GaAs) 
sampler that "deglitches" the unwanted portion of the DAC 
output (see "A 125-MHz 1 2-Bit Digital-to-Analog Converter 
System," page 78). The glitch occurs at the DAC output 
every 8 ns, and has a duration less than 4 ns. The GaAs 
sampler immediately follows the DAC, and removes the 
unwanted glitch during the first 4 ns of the sample period. 
Once the glitch is removed, the sampler output settles to 
the final amplitude value during the remaining 4 ns of the 
sample period. 

The sampler output is ideally the desired analog wave 
sampled and half-held. Fig. 3 shows such an example. Its 
frequency spectrum is shown in Fig. 4. Half-hold sampling 
has a frequency response that follows a [sin(7j-f/2fclock]/ 
(irf/2fclock) envelope. A major advantage of half-hold sam- 

Fig. 3. Output of desired analog wave sampled and half-held. 
The inheren t  ou tpu t  g l i t ch  f rom the  DAC outpu t  i s  removed 
by the Ga/As sampler during the first 4 ns of the 8 ns sampling 
period. 

* s  ' c l o c k / 2  ' c l o c k  

F r e q u e n c y  f  

2fcl 

Fig. 4. Frequency spectrum of sampled wave shown in Fig. 3. 
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pling over full-hold sampling can be seen in the passband 
roll-off characteristics. For half-hold, the passband roll-off 
is only down 0.5 dB at fcIock/2. For normal full-hold, it is 
down 3.92 dB at the same frequency. This slower passband 
droop lessens the burden of flattening the passband through 
a peaking circuit. 

If the original signal frequency fs is less than fciock/2, the 
original signal can theoretically be recovered without any 
error except for a scale factor adjustment. Recovery is ac 
complished by simply filtering the sampler output with a 
low-pass filter. Viewing the reconstruction from the time 
domain, the low-pass filter acts as a perfect interpolator, 
connecting the samples together to form a smooth analog 
signal. 

Another important component in the block diagram is 
the clock generator. Since the output analog signal is de 
rived directly from the clock, it is essential that the clock 
generator output is not contaminated by any impurities 
such as jitter or nonharmonic signals. This assures a clean 
output spectrum. The clock frequency is 125 MHz, and the 
clock signal is locked to a 10-MHz internal reference (see 
"Sampling Clock Requirements," page 76). 

The synthesizer is controlled by a Motorola 68000 micro 
processor system (Fig. 2). More than 90 HP-IB commands 
allow a convenient user interface. All commands conform 
to the IEEE 488.2 format specification. The front panel has 
no keys except for the power switch. No combination of 
keys was found that could meet all our needs. Therefore, 
the user interface was put outside the HP 8770A into the 
WGL workstation. 

The final components of the block diagram are the mark 
ers and triggers. Four markers are provided. Three are used 
to identify specific time points in the waveform memory. 
The other marker is user-programmable, and can mark any 
time point. Also present are two trigger inputs. One allows 
for advancing the memory sequencer to the next waveform. 
The other is used to start the memory lookup process, and 
to start two or more HP 8770As in a synchronized config 
uration. 

Desi red  Wave-  

Closest-Fit  Samples 

Time 

Fig.  5 .  DAC quant izat ion noise.  

Design Trade-Offs 
It is a formidable task to steer through a 512K memory 

with a stop sign every 8 ns. A brute-force solution to the 
implementation could be designed using ECL logic, but 
this would be impractical. Instrument size and cost would 
increase. To overcome this objection, the data flow is par 
titioned into high-speed and low-speed paths. This enables 
the use of a CMOS waveform memory, a TTL memory 
sequencer, an ECL memory bank multiplexer, an NMOS 
DAC, a GaAs sampler, and TTL logic where needed. 

The biggest trade-off in designing a digital synthesizer 
is the output bandwidth versus the number of bits in the 
DAC. These two parameters are always in opposition. For 
example, the 12-bit DAC must settle to 16 times the 
amplitude accuracy of an 8-bit DAC, but has 24 dB more 
dynamic range. Since one of our goals was to design and 
build a synthesizer with a dynamic range greater than 65 
dB and a 50-MHz bandwidth, we chose a 12-bit DAC. 

Another reason to choose a 12-bit system is the reduced 
quantization noise. Whenever the sampled signal is loaded 
into the HP 8770A it must be quantized to 12-bit resolution. 
The operation of quantizing causes a noise component to 
appear, appropriately called quantization noise. This noise 
has a maximum level of Â± 1A LSB in amplitude. Fig. 5 shows 
the desired wave, the closest-fit quantized wave, and the 

O T  

- 4 0 - -  

m 
Z  - 8 0  

Â£ 
Q. 

<  - 1 2 0  

-160 -â€¢ 

r Signal 

10 20 
Frequency (MHz) 

30 4 0  5 0  

Fig.  6 .  S ignal - to-noise rat io  for  a  
s i g n a l  q u a n t i z e d  t o  8 - b i t  a c c u  
racy.  The to ta l  no ise power  o f  a l l  
the noise l ines is 53 dB below the 
desired signal.  
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Address Sequencer 

Many t imes i t  is desired to create unusually shaped waveforms 
made up of  smal ler  per iod ic  waveforms.  An example is  a  te lev i  
s ion scan pattern containing horizontal  and vert ical  sync pulses. 
This type of  waveform can be created by stor ing data represent  
ing  the  des i red  waveforms in  RAM,  and then feed ing  th is  da ta  
in to  a  h igh-speed DAC.  By  repeat ing  a  ser ies  o f  inc rement ing  
a d d r e s s e s  o v e r  a n d  o v e r  a g a i n ,  g o i n g  t h r o u g h  o n e  g r o u p  o f  
add resses  seve ra l  t imes ,  then  ano the r  se t  o f  add resses ,  and  

* 1  .  00E<-000 

perhaps a third and a fourth, many unusual and useful waveforms 
can be created.  

The address ing  tasks  in  the  HP 8770A are  accompl ished by  
t h e  a d d r e s s  s e q u e n c e r .  T h e  s e q u e n c e r  i s  a  c o m p l e x  s t a t e  
machine that  has the capabi l i ty  of  generat ing addresses to look 
up  RAM data  in  an  order  tha t  cor responds  to  the  t ime-vary ing  
ampli tude of a desired waveform. It  wi l l  automatical ly look up the 
packet  in format ion (see Glossary)  for  each success ive packet ,  

-l .BBCMMW 

; O M M R N D ?  

F i g .  1 .  W a v e f o r m  g e n e r a t e d  b y  
programmed sequenc ing  th rough 
g roups  o f  da ta  rep resen t i ng  t he  
d e s i r e d  w a v e f o r m .  T h e  d a t a  i s  
s t o r e d  i n  R A M .  T h e  a d d r e s s  s e  
quencer  genera tes  addresses  to  
look  up  da ta  in  an  o rder  tha t  cor  
responds  to  the  t ime-vary ing  am 
pl i tude of  the desi red waveform. 

6 8 0 0 0  
M i c r o p r o c e s s o r  

In te r face  
A d d r e s s / D a t a  

E x t e r n a l  P a c k e t  
A d v a n c e  T r i g g e r  

S tar t  
S c a n  

Star t  
P a c k e t  

S t a r t  A d d r e s s  
S e q u e n c e  E q u a l  

Fig .  2 .  Address  sequencer  b lock  
diagram. 
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and begin to work on i t  without losing a single cycle of the 64-ns 
(15 .625 -MHz)  c lock .  F ig .  1  shows  an  examp le  o f  a  wave fo rm 
generated f rom the data stored in RAM. Fig.  2 is  the sequencer 
b lock diagram. 

Sequencer  operat ion begins a f ter  the des i red data is  loaded 
into the waveform memory. The sequence memory is then loaded 
wi th the packet  in format ion for  the sequence to be run.  Using a 
pipeline register in the sequencer that is two levels deep, storage 
of  64 bi ts of  packet informat ion for  the f i rs t  and second packets 
is  forced to occur under microprocessor contro l .  The sequencer 
t h e n  s t a r t s  r u n n i n g  a t  f u l l  s p e e d .  W h e n  t h e  s e q u e n c e r  l o g i c  
senses that the currently running packet is on i ts last scan (scan 
counter  = 0) ,  and i ts  th i rd- to- last  address ( length counter  = 0) ,  
i t  is  ready to  t ransfer  the next  packet  in format ion to  the output  
o f  t he  p ipe l i ne  reg is te rs  a t  t he  i npu t  to  the  scan ,  l eng th ,  and  
address counters. This is done on the next clock ( length counter 
= -  1 ) .  On the fol lowing cycle al l  three counters are loaded with 
t he  new packe t  i n fo rma t i on ,  e f f ec t i ve l y  ( l eng th  coun te r  =  -2 )  
jus t  before  the load.  The sequence cont ro l  log ic  s tar ts  to  read 
new packe t  in fo rmat ion  ou t  o f  the  sequencer  RAM and  load  i t  
in to  the f i rs t  leve l  o f  the p ipe l ine.  Because th is  new load cyc le  
takes several  c lock cycles,  the minimum number of  c lock cycles 
per packet is 43. This means that the number of scans mult ipl ied 
b y  t h e  p a c k e t  l e n g t h  m u s t  b e  g r e a t e r  t h a n  4 3  f o r  a n y  g i v e n  
packet .  F ina l ly ,  a f ter  the speci f ied number of  packets  in  the se 
quence  have  been  cyc l ed ,  t he  sequence r  r e tu rns  t o  t he  f i r s t  
packet .  This  process cont inues unt i l  the sequencer  is  s topped.  

As a convenience to the user,  four TTL markers are external ly 
ava i lab le .  These represent  scan  s ta r t ,  packe t  s ta r t ,  sequence 
s ta r t ,  and  add ress  equa l .  The  add ress  f o r  t he  add ress  equa l  
marker  i s  se t  by  the  user  be fo re  runn ing  the  sequencer .  Each 
marker  produces a  pu lse  when i ts  cond i t ion  is  met .  Advanc ing 
to a new packet  can a lso be t r iggered by the microprocessor or  
an external TTL tr igger. 

Wi th i ts  large waveform memory access ing abi l i ty ,  h igh c lock 
ra te ,  and on- the- f ly  packet  in format ion  load ing,  the  sequencer  
is  usefu l  for  many complex s ignal  generat ion appl icat ions.  

Matt Klein 
Development  Engineer  
Stanford Park Division 

Glossary of Address Sequencer 
Terms 

Wave fo rm RAM.  51  2K  o f  h i gh -speed  RAM in  e igh t  g roups  o f  
64K 1 2-bit words. 
Scan. A pass through a group of addresses in waveform RAM. 
Leng th .  Number  o f  wave fo rm  RAM add resses  rep resen t i ng  a  
scan (max. = 51 2K). 
S ta r t  Address .  Beg inn ing  wave fo rm RAM address  (0  to  51  2K  
-  1 ) .  
Number of  Scans.  The number of  t imes to go through the group 
o f  wave fo rm RAM add resses  spec i f i ed  by  t he  l eng th  add ress  
and s tar t  address (max.  = 64K).  
Packet.  The combinat ion of  number of  scans, length of  address, 
and  s ta r t  address  requ i red  to  c rea te  a  des i red  wave fo rm f rom 
data stored in RAM memory.  Each packet  has a def ined number 
of scans, length, and start addressfmax. number of packets = 2K). 
P a c k e t  M o d e .  T h e  w a y  a  p a c k e t  i s  e x i t e d .  T h i s  i s  e i t h e r  b y  
exhaust ing the desired number of  scans in internal  mode, being 
t r i gge red  f r om an  ex te rna l  TTL  s igna l ,  o r  be ing  caused  to  ad  
vance via an HP-IB command. These three modes are INT, EXT, 
and BUS respect ively. 
Sequence  Memory .  2K  64 -b i t  wo rds  o f  RAM tha t  have  i ns t ruc  
t ions for  the number of  scans,  star t  address,  length,  and packet  
mode for  each packet .  
Sequence.  A  g roup  o f  1  to  2048 packe ts .  

resultant noise waveform. Assuming that the noise wave 
has a uniform probability distribution function (any value 
between Â±Vz LSB is equally likely), the signal-to-quantiza 
tion noise ratio can be calculated. For an N-bit DAC, the 
signal-to-quantization noise ratio is 6N + 1.8 dB. If a low- 
pass filter is used to remove half the noise power, the ratio 
is 6N + 4.8 dB. 

For comparison, let's look at the signal-to-noise ratio for 
8-bit and 12-bit DAC systems. The desired signal is a sine 
wave at about 13 MHz. In Fig. 6 the signal is shown quan 
tized to 8-bit accuracy, and in Fig. 7 it is quantized to 12 
bits. Both figures show a comb of lines below the desired 
signal. For the 8-bit case, the total power in all the noise 
lines is 53 dB below the signal. For the 12-bit system, the 
total power is 77 dB below the signal. It is important to 
note that the sum of all the noise lines is the noise power. 
No one line provides a large contribution to the power. 
The noise lines are closely spaced and wideband. Since 
the undesirable noise power their sum produces is greatly 
reduced by using a 12-bit DAC system, a 12-bit DAC system 
was chosen for the HP 8770A. 

The signal-to-noise ratio discussed here is the ideal case. 
In practice, additional noise is always present in the form 
of nonharmonically related signals. These unwanted sig 
nals are products arising from GaAs sampler mixer terms, 
and from some glitch energy skirting the sampler. 

Amplitude Resolut ion 
The 12-bit resolution of the DAC provides 4096 different 

amplitude states that the signal can occupy at any 8-ns 
sampling point. The effect of the low-pass filter after the 
DAC is to connect all these points smoothly. Consequently, 
worst-case amplitude resolution is 1/4096 of the full-scale 
value of the signal, or about 0.024%. In the case of the HP 
8770A, the full-scale value is 2V peak-to-peak at the output 
into a 50ÃÃ load. This gives a quantization level of 0.5 milli 
volt. Both these numbers are doubled when operating into 
a high-impedance load. 

The stability and relative accuracy of the states offer 
unusual amplitude modulation performance. Accuracy, 
speed, depth, and linearity of the modulation are excep 
tional compared to analog implementations. Amplitude 
modulation linearity better than 0.1% is achievable. 

Phase Resolut ion 
Creating a signal by providing samples every 8 ns 

might lead one to believe that timing resolution is also 
8 ns. In fact, the 12-bit resolution in amplitude allows 
the creation of linear ramps separated by a single DAC 
state. This corresponds to a shift in time with a resolu 
tion of (Vmax/4096/slope of ramp). Thus, a ramp with a 
repetition rate of 1 fÂ¿s can be placed in time with a resolu 
tion of (Vmax/4096)/(Vmax/10~6) = 244 ps. Similarly, sine 
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Fig.  7.  Signal - to-noise rat io  for  a 
s i g n a l  q u a n t i z e d  t o  1 2 - b i t  a c c u  
racy.  The to ta l  no ise power  o f  a l l  
the noise l ines is 77 dB below the 
des i red  s igna l  (24  dB lower  than 
when s igna l  i s  quant ized to  8-b i t  
accuracy).  

waves can be shifted in phase by an amount ir/4096 radians. 
Fig. 8 shows the spectrum of a 10-MHz carrier modulated 

sinusoidally in phase at a 125-kHz rate with a peak devia 
tion of 1 milliradian. Note that the sidebands are 66 dB 
below the carrier, as predicted by a Bessel function expan 
sion for the spectral lines. 

Frequency Resolut ion 
The frequency of a single tone (sine wave) is determined 

by the total number of points Q used to construct the tone 
and the total number of cycles P in that period. Both P and 
Q are integers. 

The frequency of the tone, f, is given by P/QT, where T 
is the sampling interval. T is also the reciprocal of the 

sampling frequency. The frequency resolution is: 

df 

If Q is kept constant (i.e., dQ = 0), then since dPmin = 1, 
dfmin = 1/QT. For Q = 10,000 and T = 8 ns, dfmin = 12.5 
kHz. If P = 1 = constant (i.e., dP = 0), and Q is increased 
from 10,000 to 10,008, the frequency change df is about 10 
Hz for a frequency tone of 12.5 kHz. 

Harmonic Distort ion 
Fig. 9 is a plot of the harmonic distortion of the HP 8770A 

as a function of frequency. The low harmonic distortion 

hp REF 

10 dB/ 

10.2 dBm A T T E N  4 0  d B  

MKH A 125 kHz 

-66.00 dB 

S A M P L E  

V I D  A V B  

1 0 0  

3 R Q  

C E N T E R  1 0 . 0 0  M H z  

RES BW 10 kHz VBW 30 kHz 

SPAN 1 . 00 MHz 

S W P  3 0 . 0  m s e c  

Fig.  8.  Spectrum of  a 10-MHz car 
r i e r  m o d u l a t e d  s i n u s o i d a l l y  i n  
p h a s e  a t  a  1 2 5 - k H z  r a t e  w i t h  a  
peak deviation of 1 mill/radian. The 
s i d e b a n d s  a r e  6 6  d B  b e l o w  t h e  
carrier. 
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indicated is a measure of the accuracy with which a signal 
operating in a broadband environment can be generated. 

The evaluation of wideband high-precision analog-to- 
digital converters, waveform recorders, and digital oscillo 
scopes benefits from signals generated with low harmonic 
distortion. Fig. 9 shows that the HP 8770A is capable of 
characterizing a 20-MHz, 9-bit analog-to-digital converter. 
Missing-bit detectors used in disc certifiers can be cali 
brated to better than 1%. 

Spur ious Sidebands on Sine Waves 
Fig. 10 shows spurious sidebands on a sinusoidal output 

from the HP 8770A incremented in 1-MHz steps to 50 MHz, 
while searching for any spurious sidebands. The highest 
spurious level observed at each frequency is shown in dB. 

Spurious sidebands set a limit to the dynamic range of 
the signal being created unless they happen to fall outside 
the bandwidth of the receiving equipment. For example, 
the emulation of multiple radar targets with the HP 8770A 
is limited to a dynamic range of about 65 dB by spurious 
signals. From a practical standpoint this is acceptable, since 

4 0  4 5  5 0  
Fig.  9.  Harmonic d is tor t ion of  the 
H P  8 7 7 0 A  a s  a  f u n c t i o n  o f  f r e  
quency.  

other factors present more restrictive limitations. 
It is important to keep in mind that many digital-to- 

analog conversion techniques can give rise to spurious 
sidebands no better than 30 dB below the carrier. The spuri 
ous sidebands shown in Fig. 10 for the HP 8770A range 
from about 57 dB below the carrier to about 69 dB below 
the carrier. 

Two-Tone Intel-modulation Distort ion 
Two-tone intermodulation distortion is a measure of the 

accuracy with which a signal operating in a narrow band 
can be generated. It represents the degree of odd-order non- 
linearities in a network. Two-tone intermodulation distor 
tion is often used to measure the ability of radar and com 
munication receivers to operate error-free in the presence 
of large interfering signals. 

Fig. 11 shows the two-tone intermodulation distortion 
of the HP 8770A. The two plots show the level of the 
undesired sidebands referred to the two tones. Each tone 
is +4 dBm at the output of the HP 8770A. 
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15 2 0  2 5  3 0  

F r e q u e n c y  ( M H z )  

35  4 0  4 5  5 0  

Fig.  10.  Spur ious s idebands on a 
s inuso ida l  output  observed whi le  
inc rement ing  the  f requency  in  1 -  
M H z  s t e p s .  S p u r i o u s  s i d e b a n d s  
are well  below the levels achieved 
w i t h  o t h e r  d i g i t a l - t o - a n a l o g  c o n  
version techniques. 
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Sampling Clock Requirements 

The need  fo r  a  c lean  samp l ing -c lock  spec t rum can  be  seen  
by model ing the DAC and sampler  as  shown in  F ig .1 .  A l though 
the  sampler  i s  ac tua l l y  a  sw i tch ,  i t  func t ions  as  a  mu l t ip l ie r  o r  
mixer. The mult ipl ication of the DAC output by the sampling clock 
in the time domain is equivalent to the convolution of the sampling 
clock spectrum with the Â¡deal deglitched DAC output spectrum. 

Sampler  
Output 

Filtered 
Output 

Sampling 
Clock 

Fig.  1  .  Model  o f  DAC and sampler .  

Q .  
E 

DC 
Term 

Frequency fcic 

Fig .  2 .  Example  o f  undes i red  spur ious  s idebands f rom sam 
pl ing c lock.  

Assume that  the sampl ing c lock has some undesired spur ious 
s idebands  as  shown in  F ig .  2 ,  and  tha t  the  DAC is  genera t ing  
t he  samp les  o f  an  i dea l  DAC wave fo rm  w i t hou t  g l i t ch l ng  and  
set t l ing.  When th is  Â¡deal  DAC waveform is  convolved wi th  the 
sampl ing-c lock spectrum, the low-pass- f i l tered spectrum shown 
in Fig. 3 results. Although the DAC output was Â¡deal,  undesired 
sidebands of the sampling clock appear around the carr ier inside 
the  passband .  Th is  i nd ica tes  tha t  the  samp l ing  c lock  mus t  be  
kept  a t  least  as c lean as the des i red output  spect rum. 

Clock Distribution 
The spectral  pur i ty  of  the sampl ing c lock Is maintained by the 

c lock d ist r ibut ion method shown In Fig.  4.  The c lock generators 
produce c locks for  the memory and sequencer at  one eighth the 
sampl ing rate.  These TTL clocks are a potent ia l  source of  unde- 

' c a r r i e r  ' c a r r i e r  ' c a r r i e r  
~ * s p u r  '  ' s p u r  

Frequency 

Fig. 3.  Low-pass-f i l tered spectrum that resul ts when an ideal  
DAC wave fo rm i s  convo l ved  w i th  t he  samp l i ng -c lock  spec  
t rum shown in  F ig .  2 .  A l though  the  DAC ou tpu t  was  i dea l ,  
u n d e s i r e d  s i d e b a n d s  o f  t h e  s a m p l i n g  c l o c k  s t i l l  a p p e a r  
around the carr ier .  

Sampling Clock 
125 MHz 

10 MHz 

Clock 
Generators 

Advanced 
,  Schottky TTL 

Clocks 
15.625 MHz 

Fig.  4.  Clock dist r ibut ion method to maintain spectra l  pur i ty .  
The  i so la t i on  bu f f e r  keeps  t he  samp l i ng  c l ock  f r ee  o f  any  
undes i red s idebands f rom the TTL c locks.  

sired clock/8-related sidebands. The sampl ing c lock Is kept f ree 
of  these s idebands by the isolat ion buf fer .  Al though dist r ibut ing 
al l  the clocks from a single clock generator would produce lower 
skew between the sampl ing c lock and the rest  o f  the system, I t  
would not  produce the requi red spect ra l  pur i ty .  

Douglas A.  Larson 
Development  Engineer  
Stanford Park Division 

Ampli tude Flatness and Phase Linear i ty  
These two characteristics influence transient response, 

carrier modulation accuracy, and signal purity. They are 
of special importance in data communications and digital 
magnetic recording. These applications require very low 
bit error rates. Departure from amplitude flatness or phase 
linearity causes intersymbol interference. This leads to un 
certainty in recovery of the data. In magnetic recording, 
simulated read signals are strongly affected by passband 
phase nonlinearity. 

HP 8770A amplitude response is flat within Â±0.65 dB 
(total broadband flatness including the attenuator). Phase 
linearity is within Â±5 degrees. 

Versatil ity 
The depth of the main memory and the power of the 

sequencer affect the versatility of the HP 8770A waveform 
synthesizer. The purpose of the sequencer is to create rela 
tively long waveforms with the available memory. These 
waveforms can be of unusual shape and complexity (see 
"Address Sequencer," page 72). Applications such as 
emulating radar emission signals and disc-drive servo sig 
nals make use of this capability. 

Memory sequencing in the HP 8770A allows up to 2048 
different packets. This translates to 1024 pulses of different 
shape, width, or height to form a complex waveform. Each 
specific pulse can be repeated within one packet up to 
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ffl  -70 â€¢ 

9.2 9.4 9.6 9.8 10 10.2 10.4 10.6 10.8 11 

Frequency (MHz) 

44 44.2 44.4 44.6 44.8 45 45.2 45.4 45.6 45.8 46 

Frequency (MHz) 

Fig .  11 .  Two- tone in te rmodu la t ion  d is to r t ion .  The two p lo ts  
show the  leve l  o f  the  undes i red  s idebands  re fe r red  to  two  
tones.  Each tone is  +4 dBm at  the output  o f  the HP 8770A.  
In  the  top  p lo t ,  the  tones  were  a t  9 .9  and 10 .1  MHz.  In  the  
bot tom plot  they were at  44.9 and 45.1 MHz.  

65,536 times. 
An elaborate profile for the repetition interval of a pulse 

can be defined to allow for staggered or even jittered rep 
etition intervals. Similarly, typical waveforms have been 
created describing the servo signals encountered by servo 
circuits in disc drives as the read head slews across many 
tracks. 

Synchronization 
A very important feature of the HP 8770A is the ability 

to synchronize the operation of two or more units. Several 
sources of complex signals with an identical time reference 
can be realized. Time reference uniformity of 20 picosec 
onds or better can be achieved. This is especially useful 
in representing the in-phase (I) and quadrature (QJ compo 
nents of signals used in radar and communication systems. 

With two HP 8770As and an HP 8780A Vector Signal 
Generator,1 wideband (100-MHz) modulation signals at car 
rier frequencies ranging from 10 to 3000 MHz can be 
created. This feature can be used to emulate the signals in 
radar transmitter sections or the reflected returns from 
single or multiple targets. 
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A 125-MHz 12-Bit  Digital - to-Analog 
Converter  System 
Advanced 1C D AC technology and a system design 
approach were needed to achieve the performance of the 
HP 8770A Arbi t rary Waveform Synthesizer .  

by Wilfredo T. Sagun, Fred H. IvÃ©s, Gary L.  Baldwin, and Thomas Hornak 

THE FINAL HIGH-SPEED CONVERSION of digital 
data to the analog output signal in the HP 8770A 
Arbitrary Waveform Synthesizer is done in a custom 

ceramic microcircuit followed by a filter and amplifiers. 
The underlying design goal for these circuits was to achieve 
precision and repeatable waveform synthesis within a 50- 
MHz bandwidth. The analog system architecture consists 
of a 125-MHz, 12-bit, NMOS digital-to-analog converter 
(DAC), a gallium arsenide sampler, a differential-to-single- 
ended converter, a low-pass filter, and output amplifiers 
(Fig. 1). 

Accuracy Evaluat ion 
An extensive amount of simulation was done on the 

proposed system. Analysis revealed that a sampled system 
with a 12-bit word size would provide sufficient accuracy 
for generating complex waveforms. The projected signal-to- 
error-signal ratio is better than 78 dB from dc to the Nyquist 
frequency. 

The performance bounds of the ideal DAC were predicted 

GaAs 
Sampler 

Differential-to- Digital Data 

Analog Output 

Output 
Amplifier 

Fig. 1 . Bas/c elements of the output system of the HP 8770 A 
Arbi t rary Waveform Synthesizer.  

using probabilistic models and direct computer simula 
tions. A substantial portion of the work involved isolating 
and determining the distortion mechanisms of the DAC 
and sampler circuitry. The static linearity of the DAC was 
easily achieved by incorporating an R-2R ladder current- 
source circuit that is accurate to better than Vi LSB. The 

f(nT) 

(a) Digital Input to DAC: 

f ( t ) = Â £ f ( n T ) 5 ( t - n T )  
n 

S( )=Dirac Delta Function 
f(nT)=Scaling Coeff icients 

h(t) h(t) 

(b )  Impulse  Response 
of  DAC = h(t )  
Ideal: Zero-Order Hold 

g ( t )  Z e r o - O r d e r  H o l d  
(c) Output of DAC 

g( t )=  f ( t )  *  h ( t )  
where  *  =  Convo lu t ion  

g ( l ) = / f ( T ) h ( t - T ) d T  
9 ( t ) =  2  f ( n T ) h ( t - n T )  

g ( t )  A r b i t r a r y  I m p u l s e  
Response 

F ig .  2 .  Ma themat i ca l  mode l  o f  a  
l inear  d ig i ta l - to -ana log  convener  
(DAC) with no bi t  t runcat ion. 
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Idea l  DAC Representa t ion  
of a Sinusoid 

Frequency  Represen ta t ion  
of Ideal DAC Output 

DAC Output with Glitch 
Energy and Inconsistent 

Rise and Fall  Times 

Frequency Response of 
Nonideal DAC (dB) 

Fig .  3 .  Dynamic  non l inear i t ies  in  
a DAC. 

accuracy is maintained by the NMOS and GaAs FET cir 
cuitry since there is very little gate leakage in the switching 
of the a source circuitry. In the system evaluation, a 
large amount of attention was paid to elimination of the 
dynamic nonlinearities. 

Dynamic nonlinearities of a DAC arise from the inconsis 
tency of its impulse response from one sampling period to 
another. For the mathematical model of a linear DAC, the 
digital input is expressed as a sequence of Dirac delta func 
tions with weight coefficients (Fig. 2a). The value of the 
binary input at time nT is the area under the delta function. 
The ideal response of the DAC is a zero-order-hold function 
(Fig. 2b). However, this is not necessary as long as the 
impulse response is consistent. The output g(t) of an ideal 
DAC is the convolution of the digital input, f(t), with the 
DAC's impulse response, h(t) (Fig. 2c). This produces a 
series of delayed DAC impulse responses that are scaled 
by the value of the binary input at that time and added 
together. It is important that the impulse response be con 
sistent in its shape from sample to sample. 

In the actual DAC circuitry different combinations of 
transistors connected to the summing node are turned on 
and off corresponding to different digital inputs. Each com 
bination creates a capacitive load that depends on the out 
put state and the transistors' operating points. In addition, 
the ideal elimination of signal skewing between current 
switches can only be approached within certain practical 
limits. Any residual skewing causes some currents to be 
summed in the node before others are turned off, thereby 
creating glitches (Fig. 3). The resultant state dependent 
glitches and rise and fall time variations produce distortion. 
Measurement of a DAC system without additional output 
processing typically shows a 45-dB signal-to-distortion 
ratio with sine waves at a 125-MHz sampling frequency. 

A return-to-zero GaAs sampler greatly reduces the DAC 
dynamic nonlinearities. Careful placement of the sampler 
circuitry directly after the DAC with a minimum amount 
of packaging interconnection parasitics allows the DAC to 

settle within 4 ns. The GaAs circuitry uses a 4-ns window 
to extract the settled portion of the DAC waveform. Close 
placement of the two circuits is necessary so that input/ 
output impedance mismatch does not cause multiple re 
flections of the nonlinear transients of the DAC output into 
the sampling window. 

The sampler circuitry also suffers from dynamic non- 
linearities, but to a lesser degree. The subnanosecond 
switching speed of the GaAs circuit minimizes the non- 
linearities in the transitions. Not only does the differential 
nature of the DAC/sampler circuitry provide high-speed 
performance, but also the distortion produced is largely 
common mode. A differential-to-single-ended converter 
(balun) after the sampler has a common mode rejection 

Differential 
Sample 
Clocks 

Differential S 
Data 

Clocks 
D a t a  >  

Power 
Supply 
Inputs 

Sampler 1C Balun and 
Output Circuitry 

Output 

Bias 
Circuitry 

Current Buffer 
1C 

Current Sources 
DAC/Sampler 

Hybrid 
Microcircuit 

Fig. 4. Block diagram of the HP 8770 A DAC/sampler board. 
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Current 
Source Input 

1  DAC Outputs 
Rail 1 

Rail 2 

Data Input 
Circuit 

Data 
Input 

Fig. 5. Dual data latches with multiplexer tor one switch cell. 

characteristic that typically reduces the distortion level 
from -55 dB to -65 dB. 

DAC/Sampler Microcircuit  Design Implementat ion 
To obtain high-speed performance with linearity, a set 

of complementary integrated circuits had to be designed. 
The DAC and its associated current buffer are fabricated 
in HQMOS1 and the output sampler switch is in GaAs. 
These parts are mounted in very close proximity along 
with 16 other chip resistors, monoblock capacitors, and 
metal-insulator-semiconductor chip capacitors in a custom 
ceramic pin-grid array package. 

Fig. 4 is a block diagram of the DAC/sampler system. 
The sampler 1C, DAC 1C, and buffer 1C are monolithic parts. 
The current sources, external bias circuitry, and balun and 
output circuitry are contained on the supporting printed 
circuit board. 

The HQMOS DAC and buffer ICs perform two major 
tasks: data synchronization and high-speed current steer 
ing of external current sources. The DAC converts twelve 
bits of digital data running at a data rate of 125 MHz. The 
data and the differential data clock inputs are at ECL levels 
at the input to the DAC 1C to minimize coupling into the 
switch circuits inside the DAC. The input circuits convert 
these levels to 5V levels for the synchronization circuitry 
in the 1C. Data synchronization is accomplished with 
twelve differential dual-latch multiplexers. An on-board 
clock driver is used to synchronize the switching of all 
twelve data latches with a data clock running at half the 
data rate of 125 MHz, or 62.5 MHz. Both the rising and 
falling edges of the data clock are used to synchronize data 

Switch Cell Bias 1 

Switch Cell Bias 2 

Buffer Bias 1 

Buffer Bias 2 

Switch Structure 
for 8 Largest Bits 

DAC 
1C 

Circuitry 

Bond Wires 

1 Buffer 
1C 

Circuitry 

'Bit 
Switch Structure 

for 4 Smallest Bits 

F ig .  6 .  DAC cur ren t  sw i t ch  s t ruc  
tures with buffer FET 1C. 
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in the DAC 1C. This removes the glitches that would nor 
mally accompany master/slave flip-flop synchronization 
with a full-speed clock. As shown in the schematic diagram 
of a single bit cell. Fig. 5, the DAC's dual-latch multiplexing 
uses a pair of D latches to synchronize the data on both 
edges of the 62.5-MHz clock alternately. This allows the 
glitches associated with the logic swings to be moved away 
from the "quiet time" after the data is latched, keeping 
noise coupling low when the DAC is sampled. Two latches 
are used for each bit to allow one latch to settle with new 
data while the other is selected with the previous data. 
Selection is done by a multiplexer on the opposite phase 
of the clock. Thus, the data clock phases can be used both 
to latch new data and to select the previous data to synchro 
nize the switching of the current switch cells in the DAC. 

The twelve data synchronization circuits drive the 
twelve switch cells that steer external currents onto two 
complementary output current rails. The switch cells are 
sized appropriately for the current being switched. With 
an MSB bit current of 10 mA, the LSB bit current will be 
4.9 /U.A. The lower DAC bit currents are too small for fast 
switching, so the last four bits were made differential by 
adding 1.25 mA to the bit current and switching it against 
an identical 1.25 mA current without the bit current added. 
This technique is treated in more detail later in this paper. 

To increase the switch settling speed even more, the 
capacitances of the external current sources are isolated 
by the current buffer 1C. Fig. 6 is a diagram of the current 
switch cell with the current buffer FETs. 

Also included on the DAC and current buffer ICs are 
on-chip biasing circuits and static protection circuitry. Stat 
ic protection is customized for each pin dependent on its 
speed and settling requirements. 

The sampler performs the function of selecting the DAC 
output after it has settled to reject spurious noise pickup 
and nonlinear DAC slewing. This circuit is fabricated in 

HP's l-/im GaAs RF 1C process to achieve the speed and 
linearity needed. The sampler operates by taking a 4.0-ns 
sample of the HQMOS DAC after it is settled and quiet. 
The effects of the nonlinear settling of the DAC on the 
analog output are thus reduced, and the nonlinearity of 
the sampler becomes the dominant contributor to the out 
put distortion and spurious content. 

On the sampler 1C is a three-stage ac-coupled differential 
amplifier used to convert the sample clock inputs from 
ECL to GaAs levels. Outputs from the last differential stage 
feed a de-coupled level-shifting buffer. This buffer drives 
the differential sampling switch. The differential sampling 
switch is a balanced structure that steers the current out 
puts from the two DAC output rails through the sampler 
switch cells either to the differential analog outputs or to 
the sampler null output termination. All parts of the GaAs 
sampler 1C are balanced to give maximum rejection of 
spurious signals and noise. Even the sampling switch cell 
is balanced by having an identical dummy switch cell to 
balance out the clock feedthrough from the gate-to-drain 
capacitance of the switch cell FETs. 

The GaAs sampler 1C contains 43 FETs, 31 diodes, 14 
capacitors, and 29 resistors. Capacitors are used for ac cou 
pling and for circuit bypassing. Diodes are used for static 
protection, and resistive dividers are used for bias setting. 

Fig. 7, a photo of the DAC/sampler hybrid, shows the 
three ICs. The small 1C on the left is the GaAs sampler, the 
large 1C toward the top is the HQMOS current buffer, and 
the large 1C just below it is the HQMOS DAC. Also shown 
are the chip capacitors and resistors used to bias, terminate, 
and bypass the ICs inside the package. The high perfor 
mance of this system mandated the mounting of these parts 
in close proximity to maintain stability and reject pickup 
of the data, data clocks, and sample clocks by the differen 
tial outputs of the hybrid. The outputs from this hybrid 
are subtracted by a balanced transformer (balun) for conver 
sion to a single-ended signal and further system noise rejec 
tion before they get amplified by the output chain on the 
DAC/sampler printed circuit board. 

This 12-bit system runs at a 1 25-MHz data rate, producing 

1 0,000 T 

1 ,000 - - 
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Fig .  7 .  DAC/sampler  hybr id  microc i rcu i t .  F ig .  8 .  H is tor ica l  t rend in  commerc ia l  DACs.  
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a 4.0-ns differential sample with enough linearity to main 
tain distortion products typically 65 dB below the carrier 
at the input to the analog postprocessor, filter, and output 
amplifier section. 

DAC 1C Init ial  Development 
In the early planning stages of the arbitrary waveform 

synthesizer, it became clear that the inadequacies of com 
mercially available digital-to-analog converters would have 
a serious effect on the planned performance of the instru 
ment. Tracing the historical trend in commercial DACs, as 
indicated in Fig. 8 (with more recent data now added), 
offered little encouragement that HP's needs would be met. 
To synthesize sinusoidal frequencies up to 50 MHz with 
spurious content no more than the design goal of - 70 dBc, 
a very advanced 1C technology and significant design im 
provement would be required. 

Silicon bipolar technologies have excellent matching 
properties and have been used to implement DACs with 
resolution and linearity well above the 12 bits required in 
this application. However, two limitations of these 
technologies make it very difficult to achieve high DAC 
speed simultaneously with high DAC precision. First, de 
vice matching and current gain degrade significantly when 
minimum geometries are used to increase transistor switch 
ing speeds. Second, the simple current switches that must 
be employed to achieve the specified DAC speed are not 
compatible with 12-bit low-frequency precision, owing to 
insufficiently high current gain. 

MOS technologies, which do not suffer from de-current 
losses through gate conduction, offer excellent frequency 
response as channel lengths approach 1 to 2 ^m, but MOS 
device matching was, and is, inadequate to support 12-bit 
linearity simultaneously on the same chip with the same 
devices that are used to achieve high switching speeds. 

The compromise solution was to employ MOS technol- 

Fat-Zero Bit  Cel l  

F i g .  9 .  N o r m a l  a n d  f a t - z e r o  b i t  c e l l s .  

ogy for switching precision binary-weighted currents gen 
erated off-chip.2 We focus our comments here on the MOS 
1C that performs the current switching function. 

The DAC 1C uses precision current switches that are 
scaled in size to match the scaled dc binary-weighted cur 
rents. However, reducing the current-switching transistors' 
dimensions to achieve proper scaling cannot be carried out 
beyond a certain minimum size imposed by the MOS pro 
cess. The use of transistors with the smallest size allowed 
by the design rules also degrades device matching and 
results in unacceptably long settling times. The general 
solution to this problem employed in this DAC is the use 
of so-called "fat-zero" currents.3 These dc currents are typ 
ically much larger than their respective bit currents. They 
allow the use of transistors that are sufficiently large to 
ensure that circuit and device parasitic capacitances are 
charged and discharged sufficiently rapidly during the 
switching of current in the bit cells. Fat-zero currents are 
accurately matched in pairs and are added to the bit cur 
rents as shown in Fig. 9. The four least-significant bits in 

C L K  

Level  Shi f t  
and 

Amp l i f i ca t i on  

ECL Data  In  
(lo) 

ECL Vo l tage  
Reference 

Rail 1 
_  . .  ~  \ C u r r e n t - S u m m i n q  n a i l  Â ¿  '  

Al l  MOSFETs  a re  
enhancemen t  t ype .  

F i g .  1 0 .  D i a g r a m  a n d  t i m i n g  w a v e f o r m s  f o r  a  b i t  c e l l  a n d  o n e - p e r i o d  s t r e t c h  c i r c u i t .  T h e  
o n e - p e r i o d  s t r e t c h  m i n i m i z e s  t h e  e f f e c t s  o f  t i m i n g  s k e w .  
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Fig.  11.  GaAs sampler  wi th  d i f ferent ia l  analog outputs .  

the DAC use fat-zero circuits like the one shown in Figs. 
6 and 9. 

Each bit cell in the 1C contains a de-level translator and 
amplifier that are used to level-shift and amplify the ECL 
digital inputs to the levels required by the MOS circuits. 
After the data is amplified, it is stretched by one data 
period, as shown in the bit cell block diagram in Fig. 10. 
The one-period stretch is used to minimize the effects of 
timing skew in the incoming data and to ensure that all 
current switches operate at the same time. The use of two 
latches in parallel and the subsequent 2-to-l multiplexing 
prevents any transition, owing either to externally applied 
clock signals or to internal DAC circuitry, from occurring 
in the chip during the time when the analog output is set 
tling. In a more conventional approach that uses, for exam 
ple, a D-type master/slave flip-flop to retime the data with 
out splitting its path, a midperiod clock transition would 
occur on the chip and would feed through to the analog 
output. In some small but significant way such a transition 

disturbs the settling process and contributes to spurs in 
the sine wave produced by the DAC. 

The operation of the DAC bit cell is summarized with 
the help of the timing diagrams shown in Fig. 10. All of 
the MOS circuits use conventional enhancement/depletion 
MOS design methods. 

The analog output of the DAC exhibits transitions that 
die out or settle in a nonlinear fashion. One approach to 
minimizing the effects of these nonlinearities is to use only 
the settled part of the analog output and to discard the 
nonlinear transitions. The success of this approach de 
pends strongly on the ability to realize a discard or deglitch 
ing sampler whose switching speed is much faster than 
that of the MOS DAC. Such a circuit is shown in the 
schematic of Fig. 11. Depletion-mode GaAs transistors are 
used to steer the current from Rail 1 and Rail 2 to the 50Ã1 
loads.4 The transition times (10 to 90%) of the sampler are 
typically less than 100 ps, much less than those of the MOS 
switches. 

Analog Postprocessors:  The Fi l ter  
The low-pass filter is the product of a lot of computer 

simulation about its effect on signals generated by a digital 
synthesizer. A low-pass filter removes the unncessary sig 
nal energy beyond the Nyquist frequency. It also relaxes 
the requirements on the subsequent amplifiers to process 
signals of higher frequencies without distorting. An ideal 
low-pass filter with an inverse sin(x)/x magnitude compen 
sation in the passband is the optimal filter selection for a 
general waveform synthesizer. Aperture correction is 
necessary because of the sampler's output characteristics. 
The ideal low-pass filter does not distort any signal with 
spectral energy components that are totally confined in its 
passband region. Therefore, strict accuracy is preserved 
from dc to the Nyquist frequency. There is a disadvantage 
for waveforms such as a square wave created in the time 
domain whose rise time occurs in one sample period. Its 

Digital Input Sequence 
Spectrum of Digital 

Input Sequence 

Phase 

Digital Input Sequence 
Ideally Low-Pass Filtered 

Square Wave after Ideal 
Low-Pass Filter 

Phase 

Fig.  12.  Ef fect  of  an ideal  low-pass f i l ter .  
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C a r r i e r  F r e q u e n c y  =  1 8 . 2  M H z ,  
2 8 . 2  M H z ,  o r  
3 8 . 2  M H z  

0.001 0 . 0 1  0 . 1  1 . 0  

L i n e a r  G r o u p  D e l a y  V a r i a t i o n  ( n s / M H z )  

10 

Fig .  13 .  Second-harmon ic  d is to r  
t i on  o f  a  demodu la ted  FM s igna l  
w i t h  a  s i n u s o i d a l  m o d u l a t i o n  
source after distort ion by an ideal 
l ow -pass  f i l t e r  w i t h  g roup  de lay  
variation. /3 is the modulation index 

frequency components extend beyond the Nyquist rate, 
causing aliasing. An ideal low-pass filter truncates the spec 
trum at half the sampling frequency and the resultant 
waveform has ringing (Fig. 12). The ringing can be 
minimized by prefiltering the waveform using the com 
puter software to smooth out the waveform. A Bessel-type 
low-pass filter could easily be chosen over the ideal low- 
pass filter to improve the appearance of the waveform, but 
the magnitude distortion of signals in the passband region 
can be as high as 3 to 10 dB, depending on how much 
attenuation one requires in the stopband region to eliminate 

the clock and aliasing components. The time waveform 
looks correct, but the spectrum is very inaccurate, and sig 
nal accuracy is measured by its spectral accuracy within 
the specified signal bandwidth (dc to 50 MHz for the HP 
8770A). 

Given that an ideal low-pass filter could not be im 
plemented, the instrument's signal bandwidth is limited 
to 50 MHz and allows a filter transition region of 12.5 MHz. 
The instrument user can provide additional specialized 
filters to modify the time response of the waveform if the 
dc-to-50-MHz signal bandwidths are exceeded. 

- 6 0  

C a r r i e r  F r e q u e n c y  =  1 8 . 7  M H z  

0.001 0.01 
L i n e a r  G r o u p  D e l a y  V a r i a t i o n s  ( n s / M H z )  

F ig .  14 .  Second-harmon ic  d is to r  
t ion of a sinusoidal modulating sig 
n a l  i n  a n  A M  s y s t e m  ( 5 0 %  A M )  
caused by l inear group delay var i  
ation. 
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Computer simulations of the filter's nonlinear phase ef 
fects on FM and AM signals provides an acceptable upper 
limit of a constant group delay variation of 0.1 ns/MHz. 
This generally translates to a maximum of four degrees 
peak-to-peak nonlinear phase variation for the filter phase 
response. Fig. 13 shows the second-harmonic distortion of 
a demodulated FM signal with a sinusoidal modulation 
source when distorted by an ideal low-pass filter with a 
certain amount of group delay variation. The case of an 
FM deviation of 10 MHz and a modulation index /3 of 10 
covers the whole 50-MHz signal bandwidth and is con 
sidered to be the worst-case example. The filter is designed 
for better than â€” 50-dB demodulated FM signal distortion. 
Simulations on 50% AM signals showed much less sen 
sitivity to group delay variations for sinusoidal modulation 
frequencies as high as 1 MHz (Fig. 14). The Waveform 
Generation Language (WGL) for the instrument allows com 
pensation for magnitude and phase errors to within 0.4 dB 
p-p and 2 degrees p-p, respectively. 

Summary  
A good balance is achieved between the performance of 

the DAC/sampler, filter, and amplifier. Particular attention 
to component linearity during the design provides delivery 
of an accurate signal with distortion typically between - 55 
dB and â€”70 dB. The magnitude and phase are accurate 
within 1.3 dB and 7 degrees, respectively, and instrument- 
to-instrument performance numbers are tightly grouped. 
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Arbitrary Waveform Synthesizer 
Applications in Magnetic Recording 
and Radar 
by Albert  W.  Koval ick and Roland Hassun 

THE HP 8770A ARBITRARY WAVEFORM SYNTHE 
SIZER is well-suited for generating signals to test 
read channels and servo channels in disc drives. It 

can also be used to calibrate disc media certifiers. This 
article will explore these applications and the use of signal 
simulation in the field of analog radar system design. 

Magnetic Recording 

Fig. 1 shows a typical read channel block diagram as 
used in contemporary disc drives. All the signals up to the 
decoder are analog. During the development engineering 
process each block needs to be tested for design integrity. 
Once the design moves to production, read/servo channels 
need to be tested with a variety of input signals that verify 
board operation. 

In disc drives, the data bits are encoded as magnetic field 
transitions on a rotating magnetic surface. The read/write 
head senses the magnetic field and outputs a pulse for each 
field change. The HP 8770A is capable of emulating the 
read signals for many useful applications. With the avail 
ability of such precision signals, the head-disc assembly 
is no longer needed as a source of signals in several in 
stances. One instrument can generate all the required sig 
nals without additional support equipment. 

Defining the Signal 
Many different types of signals are needed for testing 

drive circuitry. In general, there are two methods for obtain 
ing the desired waveforms. One is to prerecord all desired 
waveforms using an actual drive and a waveform recorder, 

load the data into the HP 8770A, and play back the signals 
as required. The record/playback method is good for situ 
ations that require the exact real-life signal. It has disadvan 
tages, however. For one, the brute-force playback time is 
limited to 4 ms (125-MHz clock, 512K memory), although 
with some waveform editing and the use of the sequencer, 
a 16.66-ms (1 disc revolution] signal period can be 
achieved. Another disadvantage with the method is that 
any waveform modification would likely require that the 
user go through the record process for each change. Also, 
adding margins to test signals is not easy. In all, the record/ 
playback method has its place and may be used success 
fully, given its limitations. 

The second method for obtaining waveforms is compu 
tation based on waveform modeling. In this case, an iso 
lated read head transition is considered the fundamental 
building block to build all other signals. For the traditional 
ferrite head, a Lorentzian or modified Lorentzian pulse 
shape (Fig. 2) can be used as the fundamental isolated 
signal. For thin-film heads, the Lorentzian is a poor approx 
imation to the actual pulse. In this case, a captured isolated 
pulse can be digitized and used as the fundamental pulse 
(Fig. 3). 

Once the fundamental pulse is obtained, it is used to 
construct long, complex signals with all manner of 
amplitude, phase, and frequency changes as needed. The 
main advantage for using computed signals over recorded 
signals can be seen in margin testing. With a computed 
test signal, almost every conceivable signal anomaly can 
be generated to test performance margins. 

Ampli tude 
Reference Recovered  Clock '  

Fig. 1 .  Block diagram of a typical  
d isc dr ive read channel .  

86  HEWLETT-PACKARD JOURNAL APRIL  1988  

© Copr. 1949-1998 Hewlett-Packard Co.



C h .  S  -  5 0 0 . 0  m v o l t s / d l v  
Timebase - SO. O ns/div 

Test ing the Read Channel  
Let's consider a few examples of read channel wave 

forms. All were built using the HP Waveform Generation 
Language (WGL, see page 94). For long waveforms whose 
duration exceeds 4 ms, the memory sequencer was used. 
Generating waves that last hundreds of milliseconds is 
relatively easy. 

Consider, again, Fig. 1. The channel filter is usually a 
low-pass filter cascaded with a phase equalizer. The filter 
characteristics can be tested using the synthesizer, a digitiz 
ing oscilloscope, and a software Fourier transform algorithm. 
In this case, the synthesizer generates a special signal that 

Fig .  2 .  Mo/ ropu /se  f rom a  fe r r i te  
head. 

is passed through the filter. The oscilloscope captures the 
filter output and the result is converted into a frequency- 
domain representation using the Fourier transform algo 
rithm. The frequency-domain representation contains the 
filter's amplitude and phase characteristics. 

A discussion of coding is beyond the scope of this article. 
However, it should be mentioned that run length limited 
(RLL) codes are prevalent in today's disc drives. Using RLL 
codes has enabled drive designers to pack data very effi 
ciently onto the platter surface. As an example, Fig. 4 shows 
an RLL(2,7) code sequence that yields more high-frequency 
spectral content than other RLL(2,7) sequences. Here the 

C h .  2  -  5 0 0 . 0  m v o l t s / d i v  
Timebase = 20.0 ns/div 

Fig. 3. Monopu/se from a thin-f i lm 
head. 

C h  2  -  5 0 0 . 0  m v o l t a / d i v  

Timebase - 50.0 ns/div 

F ig .  4 .  Max imum- f requency  (2F)  
coded data (100100100. . . ) .  

APRIL  1988  HEWLETT-PACKARD JOURNAL 87  

© Copr. 1949-1998 Hewlett-Packard Co.



Ch. 2 
Tlmebase 

- 500.0 mvolts/dlv 
- 50.0 ns/div 

spacing between magnetic transitions is a minimum of two 
code cell positions â€” hence the 2 in the RLL(2,7) identifier. 
Fig. 5 shows an encoded stream that has much more energy 
at lower frequencies. Here the maximum spacing between 
transitions is seven code cell positions. In fact, seven code 
cell positions between transitions is a maximum for the 
RLL(2,7) code. Part of the beauty of RLL coding is that 
transitions cannot be too close or too far apart. This means 
that transitions cannot be too closely packed. This may 
seem contrary to the dictum "Waste not, want not." How- 

Fig .  5 .  M in imum- f requency  
(0.75F) coded data 
(1 00000001 OOOOOOOW...). 

ever, transition density is intelligently traded for transition 
position information. 

These sequences, and others like them, are also useful 
in testing the tolerance levels of the phase-locked loop. 
The loop oscillator output is the recovered clock source. 
The loop must stay locked to the desired frequency and 
not drift even though the input data pattern varies wildly. 
Initially, the loop is locked to a sync sequence. A thorough 
test of the channel filter and the phase-locked loop would 
require a sync frame. This frame consists of a series of 

/ \ . . f \  

C h .  2  -  5 0 0 . 0  m v o l t s / d l v  
Tlmebase = 200 ns/div Fig .  6 .  AGC fes f  waveform.  

15-ns Shirt 

C h .  1  -  1 . 0 0 0  v o l t s / d i v  
C h .  2  -  1 . 0 0 0  v o l t s / d i v  
TimebasQ = 50. 0 ns/div Fig.  7.  Bi t  shi f t  test  waveforms. 

88  HEWLETT-PACKARD JOURNAL APRIL  1988  

© Copr. 1949-1998 Hewlett-Packard Co.



pulses that the loop locks onto. It is usually located in the 
preamble that precedes the data block. For margin testing, 
the sync frame can be designed with aberrations on the 
individual pulses. 

The AGC block in Fig. 1 also needs to be tested. Three 
important AGC parameters can be tested with the code 
sequence shown in Fig. 6: amplitude dynamic range, attack 
time, and immunity to frequency deviations. Here the 
amplitude changes by a factor of 10:1 during an abrupt 
step. Again, one of the HP 8770A markers can be used to 
mark the amplitude change and to trigger a scope for a 
measurement of the AGC response. 

I t  Does Windows,  Too 
Another area of interest is window margin (also called 

phase margin). The window in question is the width of the 
code cell detection window. It is the window in which a 
transition may be detected with a high certainty. Ideally, 

the transition will occur in the center of the window. The 
loop clock is used to identify the center of the detection 
span. All physical systems, however, have bit shift, or 
movement of the detected bit off the ideal center. If too 
much shift occurs, a read error will occur. 

Although a complete window margin test needs the head- 
disc assembly, the HP 8770A can assist in testing the read 
channel for bit shift susceptibility. A transition sequence 
with one bit shifted off the ideal center can be used as the 
test signal. Fig. 7 shows an unshifted bit pattern at the 
bottom and a shifted bit pattern at the top with the leftmost 
pulse shifted 15 ns off center. The shifted bit can be moved 
with subnanosecond resolution until an error occurs. The 
amount of shift tolerated before an error occurs is a measure 
of the integrity of the detection process. 

Test ing the Servo Channel  
Disc drives also have a servo channel to process the servo 

C h .  1  
T i m Ã ¡ b a s e  

2 0 0 . 0  Â « v o l t s / d i v  
7 0 0  n s / d i v  

Sync Quad Di-Bit  Pattern 

Fig .  8 .  Two sync  pu lses  fo l lowed 
by four  d i -b i ts .  The ampl i tudes of  
the  d i -b i t s  a re  re la ted  to  the  o f f -  
t rack a l ignment  er ror .  The d i -b i ts  
are  used to  center  the read head 
on the desired t rack.  

Ch. Z 
Tlmebase 

200.0 mvolta/div 
50.0 ns/div 

F i g .  9 .  T w o  m i s s i n g  b i t s  a t  5 0 %  
of normal ampl i tude. 
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head signal. In its simplest form, the servo system positions 
the read head over the desired read track. The testing needs 
of the servo channel are similar to those of the read channel. 
Typically, complex patterns with signal anomalies are 
needed. Fig. 8 shows the industry standard quad di-bit 
pattern preceded by two sync pulses. It is relatively easy 
to generate this pattern with the HP 8770A, along with 
other long, complex, high-bandwidth patterns that simu 
late the head crossing tracks. 

Disc Media Cert i f iers 
Manufacturers of disc media and drive manufacturers 

who buy disc media need a way to test the quality of the 
magnetic surfaces. There are established specifications in 
the industry for testing the media, and several manufactur 
ers supply media certifiers. Many tests are performed before 
a disc surface passes a quality check. Two tests that are 
usually needed to qualify a surface are the missing and 
extra bit tests. Fig. 9 shows a portion of a 16.66-ms code 
bit sequence with two transitions reduced by 50%. The 
sequence is at a transition rate of 30 MTPS (million tran 
sitions per second). This signal has about 500,000 transi 
tions per period (16.66 ms). 

The missing bit signal can be input to the certifier 
hardware to verify its integrity over a range of reduction 
levels and a range of missing bits per revolution. Certifiers 
can be programmed to detect missing bits at a user-defined 
level. A good test of the certifier's ability to detect such 
missing bits is to send it a succession of signals, each with 
bit reduction levels near the desired setting. In practice, 
the certifier will mark some bits as missing and some as 
not missing. For example, assume the certifier missing bit 
threshold is set to 50%. Now, send it several signals, each 
having a different, but known, bit reduction between 45% 
and 55%. By noting the certifier's response to each signal, 
its accuracy can be determined. Also of interest are the 
extra bit test, positive and negative modulation tests, peak 
shift test, overwrite test, and AGC test. Signals for all of 
these can be produced by the HP 8770A. 

Search Radar Simulation 

Consider the design of a system as complex as a chirp 
radar used for surveillance. The generic block diagram, Fig. 
10, consists of a transmitter section and a receiver section. 
Each requires special consideration when it comes to the 
selection of design parameters that are compatible with the 
mission of this particular radar. HP 8770A signal simula 
tion can be used to define and optimize the architecture. 

The simplified transmitter section contains an exciter 
which is responsible for creating the linear chirp function 
at some intermediate frequency. In general, it is undesirable 
to use waveforms with sharp edges. Therefore, a network 
capable of shaping the envelope of the pulse is included. 
The shaped waveform can be upconverted to the desired 
RF frequency by means of a fixed local oscillator and a 
mixer. The final stage in the transmitter section is a power 
amplifier. It is possible to simulate all of these modules, 
including the effects of saturation or distortion in the power 
amplifier. 

Receiver 
The first stage in the receiver is a down-converter whose 

function is counter to that of the upconverter in the trans 
mitter. Any anomalies in this section can also be modeled 
through the use of WGL. Following the down-converter are 
two parallel paths. One is the range detector subsystem 
and the other is the coherent detector. The latter has two 
outputs, I and Q, which are generally fed to digital signal 
processors. The processors perform a number of algorithms 
relating to the mission of the radar. In particular, the extrac 
tion of Doppler shift relating to target radial velocity is of 
special importance, as is clutter cancellation. 

Simulat ion Program 
An interactive chirp radar simulation program was writ 

ten using WGL. It consists of a number of modules that 
can be run separately or concatenated. Each module 
roughly corresponds to the function of a hardware module. 
Thus, module PULSECHIRP performs the function of the 

Down-  
Converter  

Compressor  

Envelope 
Detector 

Log 
Converter  

Coherent 
Detector 

I  Q  

T r a n s m i t t e r  R e c e i v e r  

Fig .  10 .  Ch i rp  radar  gener ic  b lock  d iagram.  
F ig .  11 .  A  Wave fo rm  Gene ra t i on  Language  (WGL)  d i sp lay  
of  a  l inear  ch i rp f rom 10 MHz to 12 MHz in  a 2-ps in terval .  
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exciter. Module SHAPING is related to the shaper. COMPRESS 
to the compressor. IQDETECT to the coherent detector, and 
so on. 

Chirp Parameters 
The module PULSECHIRP asks for the parameters of the 

linear chirp and returns the chirp wave as a function of 
time. The required parameters are the pulse repetition in 
terval, the pulse width, the frequency deviation, and the 
start frequency. 

The chirp is computed from a definition of the phase 
profile. A linear frequency function with time implies a 
quadratic phase function over the same period of time. The 
start ing value of phase is  zero and the end value corre 
sponds in radians to the number of cycles to be accumu 
lated during the period of the pulse times 2ir. For example, 
if you have a pulse width of 2 Â¿Â¿s and you wish to have a 
linear frequency deviation of 2 MHz, the peak phase devia 
tion is 2ir x 4 during the 2-fj.s interval. 

The WGL program looks like this: 

0  2 4 9  W I N D O W  
R A M P  1  +  2  /  S Q  
P I  2  *  4  *  
S T O R E  A  

R A M P  1  

A  +  
S I N  ?  

2  /  2 0  *  

{Time interval of 2 /as} 
{Normalized quadratic profile} 
{Set peak to 8-n radians} 
{Store array in register A for} 
{future use} 
{Linear phase profile for a 10-MHz} 
{carrier} 
{Add chirp profile} 
{Take the sine and display. This is} 
{a chirp from 10 MHz to 12 MHz in} 
{2 microseconds} 

The pulse created by the above program can then be 
repeated at the desired rate. Fig. 11 shows a plot of the 
waveform within that pulse. 

Shaper 
The next module, SHAPING, provides three options for 

Fig.  12.  Spectrum analyzer d isplay of  a )0- f ts ,  10-MHz chi rp 
about 1.0492 GHz with a 32.768-/xs pulse repet i t ion interval,  
obta ined by upconvers ion.  

Fig. 1 3. A WGL display of a two-target return for a Gaussian- 
shaped 10-MHz, 10- f j iS,  32768-nS-PRI chi rp.  

functions by which to multiply the pulse generated by the 
exciter. One of the options is no shaping at all. The others 
are Gaussian and raised cosine. Of course, any other func 
tion can be written into this module to be used for shaping. 

Matched Filter 
Matched filtering is the ideal detection scheme for pulse- 

type signals used in radar. It maximizes the signal-to-noise 
ratio when the noise is Gaussian (a common occurrence). 
A matched filter is matched to the signal being detected. 
It has a transfer function equal in magnitude to the signal 
in the frequency domain and a phase function that is the 
negative of the phase-versus-frequency profile of the signal. 
If the signal being detected is the same as the reference 
signal,  the resulting spectrum is the square of the mag 
nitude of the reference signal with the phase being zero at 
all  frequencies. The corresponding time function is the 
autocorrelation function of the reference signal. This whole 
process is described in the WGL routine called COMPRESS 

Fig .  14 .  WGL d isp lay  o f  the  compressor  ou tput  fo r  an  input  
l ike Fig. 13. 
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Fig.  15.  WG/_ display of  the envelope detector  output  for  an 
input l ike Fig. 14. 

Fig.  17.  WGL display of  the envelope detector  output  for  the 
waveform of Fig. 16. 

very conveniently, since Fourier transform and inverse 
transform commands are available. A reference amplitude 
and phase for the radar signal are stored in two registers. 
The transmitted signal is attenuated and delayed according 
to the distance of the targets and then converted to the 
frequency domain, where the magnitude is multiplied by 
the reference magnitude and the phase subtracted from the 
reference phase. The result is converted to the time domain 
and represents the output of the pulse compressor or 
matched filter in the block diagram. 

It is possible to add noise or various types of interference 
or jamming before the matched filter and observe the effect 
on the output. This is also the point where the range reso 
lution of the radar can be evaluated. Multiple targets at 
various spacings can be hypothesized and the output of 
the matched filter tested for target discrimination. The test 
ing can be as straightforward as a visual inspection of the 
graphical output of the matched filter. The actual signal 
can always be created by downloading the data to the HP 
8770A and giving it the GO command. 

Figs. 12 through 20 illustrate some of the concepts that 
are mentioned in this paper. 

The envelope detector and the logarithmic converter are 
combined into one routine called ENVDETECT. Envelope 
detection is accomplished by taking the absolute value of 
the waveform at the output of the matched filter and then 
low-pass filtering. Logarithmic conversion is accomplished 
by a single command in WGL. The advantage of the 
logarithmic display is the compression of the dynamic 
range so that signals of widely different magnitudes are 
readily observable. 

Synchronous Detect ion 
Some modern radars will have provisions for synchro 

nous detection of the output of the matched filter into I 
and Q channels. Each of these channels is digitized and 
the data processed to partition the target returns into range 
bins and velocity bins. A range bin has a width approxi 
mately equal to the range resolution of the radar. This is 

u.aaa unÃ us 
t a : o  

jÃ..76a 

E l  n j f t u v . ' M  1 Ã Ã 3 J  H  
a . u e a  r i n t  u s  3 3 .  / i Â ¿  a  

I M B a E K B X H H M M e M M B a n a t t M a a B f l U M I Q g g  

Fig. 1 6. WGL display of the waveform of Fig. 13 plus noise. 
F ig .  18 .  WGL d isp lay  o f  the  enve lope de tec to r  ou tpu t  fo r  a  
two- target  re turn sub jected to  wideband sweep jamming.  
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3.30000 us 8.30000 us 13.3000 us 

F i g .  1 9 .  P l o t  o f  a n  o s c i l l o s c o p e  
d isp lay  o f  the  enve lope  de tec to r  
output for the waveform of Fig. 13. 
T h e  p r o g r a m m e d  t a r g e t  s e p a r a  
tion was 3.2 /Â¿s. 

3 . 3 0 0 0 0  U S  a. 30000 us 1 3 . 3 0 0 0  u s  

related to the bandwidth of the chirp as follows: 

Rr 

where c is the velocity of light and Rres is the minimum 
distance between targets for which they can be distin 
guished as separate targets. 

The signal in each range bin is processed through a dis 
crete Fourier transform which places it in one of several 
Doppler bins. These bins are separated in frequency by an 
amount equal to the inverse of the observation period. 
Thus, each target has specific range and velocity or fre 
quency bins. The frequency bins can be positive or negative 
depending on whether the target is moving towards or away 
from the radar. 

As can be imagined, the signal processing, which is done 
mostly by digital means, is very complex. The algorithms 
have to be selected with great care and need to be verified 
very thoroughly. This is where signal simulation with the 
HP 8770A is especially useful. A number of scenarios can 
be defined for the purpose of testing the validity of the 
algorithms and the hardware in specific circumstances. 
These could be tracking a moving target in the presence of 

F i g .  2 0 .  P l o t  o f  a n  o s c i l l o s c o p e  
d isp lay  o f  the  I  and  Q ou tpu ts  o f  
a  c o h e r e n t  d e t e c t o r  f o r  t h e  t w o  
targets of Fig. 13. 

another target, or tracking in the presence of various coun- 
termeasure techniques. 

Effects of target fluctuations can be modeled according 
to established theory and simulated by the HP 8770A. Sig 
nal conditions capable of determining the probability of 
detection for a search radar together with the false alarm 
rate for a specific target at a specific range can be created. 
Scan-to-scan or pulse-to-pulse target fluctuation scenarios 
can be computed and applied to the receiver under test. 
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A Waveform Generat ion Language for  
Arbi trary Waveform Synthesis 
Easier  to  use than convent ional  programming languages,  
WGL is the primary front-panel interface for the HP 8770 A. 

by Derr ick T.  Kikuchi ,  Rafael  F.  Miranda,  and Peter  A.  Thysel l  

THE WAVEFORM GENERATION LANGUAGE (WGL) 
was developed by Hewlett-Packard as a software tool 
for waveform design and analysis. Running on 

HP 9000 Series 200 and 300 Computers, it is the primary 
front-panel interface used to control the HP 8770A Arbi 
trary Waveform Synthesizer. Depending on whether you 
are a beginning user, a programmer, or an applications 
engineer, WGL can be approached in different ways. 

The Beginning User 's  View 
From the beginning user's viewpoint, WGL is a reverse 

Polish notation (RPN) calculator that can operate on entire 
waveforms in the same way that normal calculators operate 
on single numbers. Waveforms can be easily created using 
single-command operations. In all, there are over 100 com 
mands at the user's disposal, but only the most demanding 
waveforms require the use of more than a few of them. 

Waveforms are created by performing these operations 
on three basic building blocks: ramps, constants, and noise. 
For instance, a one-cycle sine wave can be created by the 
following steps: 

( 1 )  R A M P  { C r e a t e  a  r a m p  f  r o m  - 1  t o l . }  
( 2 )  P I  { R a m p  b e t w e e n  â € ”  i r  a n d  +  I T . }  
( 3 )  S I N  { S i n e  b e t w e e n  -  T T  a n d  +  I T . }  

Line 1 initializes an array of elements with linearly in 
creasing values from - 1 to +1. Line 2 multiplies all ele 
ment values by â€¢n resulting in array element values from 
- IT to + IT. Line 3 takes the sine of all array element values. 

The advantage of using RPN is that intermediate steps 
of waveform development are visible. The above sequence 
created y = sin(x) .  We can continue to operate on this  
waveform: 

( 4 )  S Q  
( 5 )  C O S  

{Yields y = sin2[x).} 
{Yields y = cos(sin2(x)}.} 

Step by step, we can immediately see the effects of each 
operation. If we make a mistake, we can back up a step by 
simply typing UNDO. 

The waveforms that can be created by WGL are for the 
most part  l imited only by the user 's  imagination.  
Waveforms can be designed mathematically and/or graphi 
cally in both the frequency and time domains. This means 
that a waveform created in the time domain can be shaped 
in the frequency domain with a digital filter and then gen 
erated with the HP 8770A. In the frequency domain, spec 

tral components are easily created, thereby allowing the 
user to generate extremely complex signals. 

The Programmer 's  V iew 
From the programmer's viewpoint, WGL is a threaded 

interpretive language (TIL). Threaded interpreted lan 
guages accept source commands and execute them directly, 
rather than having to be compiled. TILs have the additional 
advantage that new commands can be created in terms of 
old commands. The new commands can in turn be used 
to create even higher-level commands. 

For example, a new command called SINEWAVE could be 
created by simply typing: 

( 6 )  D E F I N E  S I N E W A V E  
( 7 )  R A M P  P I  S I N  
( 8 )  E N D  

This new command can now be used just like any other 
WGL command. 

The flexibility for the user to expand and change the 
WGL language easily and the speed advantage that comes 
from efficient execution make TILs very attractive. But 
many TILs have a number of major limitations: simplistic 
data stacks that do not protect the user from putting too 
much data in or taking too much data out, very limited 
data types and a need for many duplicated commands to 
handle each data type, hard-to-read and clumsy program 
control constructs, and the inability to have commands 
that can accept input both interactively and programmati- 
cally. 

WGL differs from other reverse Polish notation TILs (like 
Forth and Forth variants) in several ways. One is the exis 
tence of a universal data stack capable of handling any of 
the WGL data types: waveforms, numbers, and strings. The 
effect of an operation varies depending on the data on the 
stack so that addition ( + ) results in a single number when 
adding numbers but results in a waveform when adding 
waveforms. Thus, WGL can get away with having much 
fewer unique commands. Also, the data stack cannot be 
overflowed or underflowed, since it is managed like the 
stack in other RPN calculators. 

Another WGL difference is that it keeps a program stack 
that is separate from the data stack. This eliminates acci 
dental corruption of program flow information related to 
incorrect data manipulation. WGL also differs from RPN 
TILs in that program control structures aren't reversed. 
This eliminates hard-to-read constructs like: 
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I F  E L S E . S T M T 1  E L S E _ S T M T 2  E L S E  T H E N _ S T M T 1  
T H E N L S T M T 2  T H E N  

In \VGL, the construct reads: 

I F T R U E  
I F F A L S E  

( T H E N _ S T M T 1  
( E L S E _ S T M T 1  

T H E N _ S T M T 2 )  
E L S E _ S T M T 2 )  

A final major difference about WGL is that some of its 
commands can either interactively prompt for input or get 
t h e i r  v a l u e s  f r o m  t h e  d a t a  s t a c k .  F o r  e x a m p l e ,  t h e  
SAVEWAVE command without any parameters will prompt 
the user for a filename. However, "filename" S SAVEWAVE will 
cause SAVEWAVE to take its filename from the stack. The 
dollar sign ($) indicates that the next command requiring 
interactive input should instead get its information from 
the "script" currently on the data stack. 

For the programmer, WGL is a highly structured language 
that has the flexibility and ease of use of a threaded inter 
preted language while incorporating philosophies that  
overcome deficiencies that TILs normally have. This leads 
to easily developed programs. 

The Appl icat ion Engineer 's  View 
Finally, we look at WGL from the application engineer's 

view. WGL makes application development based on dig 
ital signal synthesis easy because of its fast prototyping 
capabilities. Fast prototyping is possible because WGL is 
a general-purpose tool that manages all of the low-level 
tasks associated with array manipulation. Combined with 
a rich command set and the ability to operate in both the 
frequency and the time domain, this makes WGL a very 
powerful tool. 

Of course, it is always possible for experienced program 
mers to implement various test signals in the language of 
their choice. Typically, the more complex a test signal is, 
the more complex the program to generate it. If the signal 
cannot easily be represented with an equation, or if several 
variations of the signal are needed, the programmer's job 
becomes much more difficult. The high-level array manipu 
lation commands and graphic interface of WGL make it 
easy to prototype a wide range of signals. 

Let's prototype a signal for an application that requires 
damped sine waves to simulate the effects of electromagne 
tic pulses (EMP). The signal is represented by the following 
equation: 

V(t) = e1 COS(d)t) 

where to is 2ir times the sine wave frequency and Q con 
trols the decay rate. The signal needed has the following 
parameters: 

f  = 1 MHz 
Q =  4  
0 =Â£ t ss 4.096 IJLS 

By substituting these values into the equation for V(t), we 
can obtain: 

w p i ! 7 7 G n  u n u E P o n n  C E H C R O T I O H  S O P T U Ã I R E  c o r i n m i o  M O D E :  D  S P F U L L  

F i g .  1 .  O u t p u t  p r o d u c e d  b y  t h e  W G L  p r o g r a m  e x a m p l e  i n  
the text  of  th is ar t ic le,  (a)  Output o!  l ine 2.  (b)  Output of  l ine 
4.  (c)  Output of  l ine 5.  

V(t) = e' 
x ,  =  0  
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This signal can be implemented in WGL with the follow 
ing commands: 

( 1 )  4 . 0 9 6 E - 6  S E C S  C T X  {Set array size} 
( 2 )  R A M P  1  +  

( 3 )  S T O R E  A  
( 4 )  R A M P  1  +  

21 

21 

( 5 )  A  ?  
( 6 )  D O W N L O A D  G O  

- 1 . 0 2 4  P I  E X P  ?  
{Build decay envelope} 
{Save decay envelope} 

8 . 1 9 2  P I  C O S  ?  
{Build 1-MHz sine wave} 
{Damped sine wave} 
{Generate actual signal} 

Line 1 converts 4.096 /us into the appropriate number of 
array elements. CTX uses this number to establish the work 
ing array size. 

Line 2 produces the exponential decay envelope (see Fig. 
la). RAMP 1 + 2/ fills the array elements with linearly in 
creasing values from 0 to 1. The array elements of line 2 
are then multiplied by -1.024-rr. EXP uses all the element 
values as exponents for e, resulting in the decay envelope. 

Line 3 stores the decay envelope in waveform storage 
register A. 

Line 4 produces the 1-MHz sine wave (Fig. Ib). 
Line 5 multiplies the sine wave by the decay envelope, 

as in the original equation, resulting in the damped sine 
wave (Fig. Ic). 

Line 6 sends the damped sine wave to the HP 8770A 

Arbitrary Waveform Synthesizer, where the waveform is 
generated. 

In this application, the signal, a damped sine wave, is 
represented by a fairly simple equation. Why then couldn't 
we write a BASIC, Pascal, or C program to implement the 
equation? We could have. But let's look at the things we 
did not have to do or even worry about by prototyping in 
WGL: 
B We didn't have to dimension any arrays. 
â€¢ We didn't have to initialize any arrays. 
â€¢ We didn't create a FOB-NEXT loop to process the equation 

for 0 =S t =Â£ 4.096 /xs. 
â€¢ We didn't have to increment the array element pointer 

to coincide with the increment of t. 
â€¢ We didn't have to scale the resulting data to the values 

required by the digital signal synthesis hardware. 
â€¢ We didn't have to write a graphics driver to see if the 

signal looked like the one we wanted. 
â€¢ We didn't have to debug the program(s). 
â€¢ We didn't have to write an instrument driver for the HP 

8770A. 
The Waveform Generation Language (WGL), therefore, 

is a tool easily approachable by a novice user and yet pow 
erful enough to meet the programming and fast prototyping 
needs of today's sophisticated real-life signal requirements. 
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